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Summary:

This study investigated the technical vocabulary of computer science in order to create a Computer

Science Word List (CSWL). The CSWL was intended as a pedagogical tool in the instruction of

non-native English speakers who are studying computer science in UK universities. In order to

create this technical word list, a corpus of 3,661,337 tokens was compiled from journal articles and

conference  proceedings  covering  the  10  sub-disciplines  of  computer  science  as  defined  by the

Association for Computing Machinery (ACM). The CSWL was intended to be supplemental to both

the General Service List (GSL) (West, 1953) and the Academic Word List (AWL) (Coxhead, 2000)

and was created using the criteria established by Coxhead (2000) for word selection. The CSWL

contained 433 headwords and in combination with the GSL and AWL accounted for 95.11% of all

tokens in the corpus. This was sufficient to meet the lexical threshold for sufficient understanding of

a text as proposed by Laufer (1990). This study also conducted research into the technicality of the

CSWL by comparison to other corpora, comparison to a technical dictionary and an investigation of

the distribution of its headwords against the BNC frequency bands. Overall, the CSWL was found

to be highly technical in nature. The final part of the research looked into the existence of multi-

word units in computer science literature to build a Computer Science Multi-Word List (CSMWL)

from the same corpus. A total of 23 items comprised the CSMWL and they were again chosen using

the same criteria of range and frequency as established by Coxhead (2000). The CSMWL showed

that  whilst  multi-word units  do exist  in computer science literature,  they are mostly compound

nouns with domain specific meaning.



DECLARATION:

This work has not previously been accepted in substance for any degree and is not being 
concurrently submitted in candidature for any degree.

Signed ………………………………………………….  (candidate)
Date …………………………………………………….

STATEMENT 1

This dissertation is the result of my own independent work/investigation, except where otherwise 
stated.   Other sources are acknowledged by footnotes giving explicit references.  A bibliography is 
appended.

Signed …………………………………………………..  (candidate)
Date ……………………………………………………..

STATEMENT 2

I hereby give my consent for my dissertation, if relevant and accepted, to be available for 
photocopying and for inter-library loan, and for the title and summary to be made available to 
outside organizations.

Signed …………………………………………………….  (candidate)



RECORD OF SUPERVISION
2012 - 13

NB: This sheet must be brought to each supervision and submitted with the completed 
Dissertation.

(The following record must be completed as appropriate by student and supervisor at  the end of each supervision
session, and initialed by both as being an accurate record. NB it is the student’s responsibility to arrange supervision
sessions and he/she should bear in mind that staff will not be available at certain times in the summer ). If any of
these supervisions are conducted by email, Skype or any other electronic means, this should be clearly indicated in the
‘Notes’ column.

Student Name: Daniel E Minshall
Student Number: 148047
Dissertation Title: A Computer Science Word List
Supervisor: Dr. Vivienne Rogers

Supervision Date, 
duration

Notes Initials

Supervisor

Initials

student

1: Brief outline of research 
question and preliminary 
title (by pre June)
2: Discussion of detailed 
plan and bibliography
(by June)
3: Progress report, 
discussion of draft chapter
(by August)

4: (optional) progress report
(by September)

5: Submission
(September )

Statement of originality: I certify that this dissertation is my own work and that where the work of 
others has been used in support of arguments or discussion, full and appropriate acknowledgement has 
been made. I am aware of and understand the University’s regulations on plagiarism and unfair practice 
as set out in the ‘School of Arts and Humanities Handbook for MA Students’, and accept that my 
dissertation may be copied, stored and used for the purposes of plagiarism detection.

Signed:...........................................................……………………       Date: ………………..



Contents:

Chapter Section Page

1: Introduction 1

2. Literature Review 2

2.1 Introduction 2

2.2 Definition and categorisation of words 2

2.3 Frequency, vocabulary size, coverage and comprehension 5

2.4 Word technicality 8

2.5 Multi-word units 11

2.6 The GSL, AWL and specialist word lists 13

2.7 Conclusion 17

3. Research Questions 19

4. Methodology 20

4.1 Building the Computer Science Corpus (CSC) 20

4.2 Selecting texts for the CSC 23

4.3 Editing texts for the CSC 24

4.4 Software 26

4.5 Clearing unwanted data from the CSC 27

4.6 Criteria for selection of technical words in the CSWL 28

4.7 Completing the CSWL 30

4.8 Conclusion 31

5. Results 32

5.1 Coverage of the GSL and AWL in the CSC 32

5.2 Coverage of the CSWL in the CSC 33

5.3 Coverage of the CSC with the BNC and BNC/COCA word 
lists

35

5.4Technicality of the CSWL 36

5.4.1 Comparison against another computer science corpus 37

5.4.2 Comparison against a fiction corpus 38

5.4.3 Comparison against a technical dictionary 40

5.5 Multi-word units in the CSC 41

5.5.1 Hyphenated and compound words in the CSWL 42

5.5.2 Multi-word units outside the CSWL 43

6. Discussion 45

6.1 Introduction 45

6.2 Coverage of the GSL and AWL 45

6.3 Contents and coverage of the CSWL 46



6.4 Efficiency of the GSL/AWL/CSWL against the BNC 
frequency bands

47

6.5 Technicality and distribution of the CSWL 48

6.6 Multi-word units in the CSC 50

7. Conclusion 52

8. Limitations and 
suggestions for future 
research

52

Appendices 53

Appendix A: The Computer Science Word List (CSWL) 53

Appendix B: The Computer Science Multi-Word List 
(CSMWL)

57

Appendix C: CSCPC Bibliography 58

Appendix D: CSJAC Bibliography 78

Appendix E: Test computer science corpus bibliography 90

Appendix F: Test fiction corpus bibliography 92

References 94



1. Introduction

Data from the Higher Education Statistics Agency (HESA) (http://www.hesa.ac.uk/)  shows that

17.4% of all students studying in UK universities for the academic year 2011/2012 were non-UK

domicile. This is an increase by 1.6% over the previous year. Also, for the same year, 4.68% of all

students who graduated from UK universities did so in a computer science related subject. This

suggests that as the number of non-native English speakers studying in UK universities is on the

increase and as computer science is such an influential and widely studied discipline, there is an

increasing demand for pedagogical tools to be designed for the assistance of L2 English learners

studying this subject.

English  for  Specific  Purposes  (ESP)  teaching  and  its  sub-branches  like  English  for  Academic

Purposes (EAP) have grown in recent years to accommodate for the increased intake of non-native

speakers into UK universities (Jordan, 2002). This area of teaching has been assisted in particular

by research into the vocabulary used in an academic English environment (e.g. Coxhead, 2000).

One of the findings of this research is that whilst there may be considered a general academic

vocabulary, it is also important to instruct students in the technical language they will utilise in their

own studies. There is a difference in the language of medicine compared to engineering. This study

intends to compensate for the lack of any research conducted into the specialist lexical needs of

non-native speakers studying computer science through an English medium. Specifically it intends

to compile a technical word list for computer science students derived from corpus analysis.

In order to accomplish this, it will first review the current state of vocabulary research (chapter 2).

This  is  intended  to  provide  the  motivation  for  the  research  questions  which  will  be  proposed

(chapter 3). Following this, there will be an outline of the methodology utilised in building the

corpus data and extracting a word list from it (chapter 4), and the results of these will then be

demonstrated (chapter 5). Once these results have been obtained they will be discussed in light of

findings from other similar studies (chapter 6), before this paper is concluded (chapter 7) and any

suggestions for further research are disclosed (chapter 8).
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2. Literature Review

2.1 Introduction

The purpose of this study was to investigate the viability of a technical word list for the discipline of

computer science. This Computer Science Word List (CSWL henceforth) was designed to act as a

supplement  to  both the General  Service List  (GSL) (West,  1953)  and the Academic Word List

(AWL) (Coxhead, 2000). The intention was that it would be possible for an L2 learner of English

studying this subject in an English medium to use such a list as a pedagogical tool.

In  order  to  accomplish  this,  it  is  first  necessary  to  discuss  the  current  state  of  research  into

vocabulary  relevant  to  this  study.  This  review  will  show  how  a  word  may  be  defined  and

categorised, the idea of frequency and the notion of vocabulary size, coverage and their relationship

with comprehension. It will also consider the technicality of a word, the increasing importance in

recent  research on collocational behaviour and how phrasal expressions could be included in a

supplemental word list. Finally, it will discuss studies which have created technical word lists in

other disciplines as well as the GSL and AWL.

2.2 Definition and categorisation of words

One major research problem involved in studying vocabulary is that, as a unit of measurement, the

word can be difficult to clearly define and hence count (Milton, 2009). Any empirical study, in

particular a quantitative study such as this one, requires precisely countable units of measurement.

However, there are many different ways of counting words and this can lead to huge variations in

numbers, if these different methods are employed. The typical example given of this is the count

made of word families in Webster's Third International Dictionary by Nation (2001a) and Schmitt

(2000). Their counts were 54,000 and 114,000 respectively. This level of disagreement illustrates

the need for clear criteria to be established in the way words may be counted.

A simple count of words in a text can be restricted to tokens and types. Tokens are the number of

running words in a text whilst types are the unique occurrence of each word in any text. Using both

of these measurements will commonly lead to different values for each because of the re-occurrence

of common (often function) words as in the sentence He ate his dinner before he went out. There
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are 8 tokens here, but only 7 types due to the repetition of the word he. Tokens are important for any

corpora-based research (e.g. Coxhead, 2000; Konstantakis, 2010) as this is the unit by which the

size  of  the  corpora  are  counted.  Types  are  relevant  to  a  technical  word  list  as  they  are  the

morphemes of a headword which are included in its expansion.

Words  may have  many lexical  types  so  they become increasingly difficult  to  count  once  their

inflections and derivations are considered. Inflections influence a word's grammatical properties,

often for verb agreement purposes or plural meaning, but do not change the part of speech, such as

with quick and quickest. Words counted this way are known as lemmas. Derivations are affixes to a

base word which can change its word class and meaning, such as quick to quickly. Counting words

in this  way,  including both derivations  and inflections,  is  called  using word families.  Previous

technical  word list  studies (e.g.  Coxhead,  2000; Coxhead & Hirsch,  2007; Konstantakis,  2007;

Wang  et  al,  2008)  have  employed  word  families  to  produce  fully  expanded  versions  of  the

headword entries in such lists.

The concept of word families means that words such as  visible,  invisible and  invisibility are all

considered part of the same word family. This greatly reduces the number of words in the English

language, based on the assumption that there is little or no extra burden for learning the inflections

and derivations of a word once the grammatical rules for doing so are known by a non-native

speaker (Nation, 2001a). Research from other studies has shown that this is likely. Levelt (1989)

proposed a model for how speech is produced, which was partly based on previous work on speech

errors (Fromkin, 1973). It demonstrated how encoding of language is a function of the brain called

formulation which is in turn dependent on a lexical store which must contain the various inflections

and derivations of a word.

However, not all inflections and derivations of a word provide a similar learning burden due to

irregularities and this may lead to overestimates of a student's vocabulary size (Laufer, 1990). For

this reason, Nation and Bauer (1993) created a list of 7 levels across which word families could be

organised, based on the frequency and regularity of their affixes. They considered level 7 words as

those which have classical roots and affixes which need to be learnt separately by both native and

non-native speakers alike. These word families contain a headword with an expanded list of types

of the same headword. For example, the headword act contains the types acted, acting and acts, but

not actor  as the -or affix is not within level 6 expansion. With this as a limiting factor on how a

lexical  type  may be  considered  part  of  a  word  family,  Coxhead  (2000)  decided  upon  level  6
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expansion for headwords within the AWL. Further  research,  which built  on the AWL, has also

agreed on this level of expansion (e.g. Coxhead & Hirsch, 2007; Konstantakis, 2007; Wang et al,

2008). Table 2.1 illustrates how a word may be expanded as far as level 6.

Level 1 

A different form is a different word. Capitalization is ignored. 

Level 2 

Regularly inflected words are part of the same family. The inflectional categories are - plural; third

person  singular  present  tense;  past  tense;  past  participle;  -ing;  comparative;  superlative;

possessive. 

Level 3 

-able, -er, -ish, -less, -ly, -ness, -th, -y, non-, un-, all with restricted uses. 

Level 4 

-al, -ation, -ess, -ful, -ism, -ist, -ity, -ize, -ment, -ous, in-, all with restricted uses. 

Level 5 

-age (leakage), -al (arrival), -ally (idiotically), -an (American), -ance (clearance), -ant (consultant),

-ary (revolutionary), -atory (confirmatory), -dom (kingdom; officialdom), -eer (black marketeer),

-en  (wooden),  -en  (widen),  -ence  (emergence),  -ent  (absorbent),  -ery  (bakery;  trickery),  -ese

(Japanese;  officialese),  -esque  (picturesque),  -ette  (usherette;  roomette),  -hood  (childhood),  -i

(Israeli), -ian (phonetician; Johnsonian), -ite (Paisleyite; also chemical meaning), -let (coverlet),

-ling (duckling), -ly (leisurely), -most (topmost), -ory (contradictory), -ship (studentship), -ward

(homeward),  -ways  (crossways),  -wise  (endwise;  discussion-wise),  anti-  (anti-inflation),  ante-

(anteroom), arch- (archbishop), bi- (biplane), circum- (circumnavigate), counter- (counter-attack),

en-  (encage;  enslave),  ex-  (ex-president),  fore-  (forename),  hyper-  (hyperactive),  inter-  (inter-

African,  interweave),  mid- (mid-week),  mis- (misfit),  neo- (neo-colonialism),  post-  (post-date),

pro- (pro-British), semi- (semi-automatic), sub- (subclassify; subterranean), un- (untie; unburden). 

Level 6 

-able, -ee, -ic, -ify, -ion, -ist, -ition, -ive, -th, -y, pre-, re-. 

Table 2.1 Word family levels (Nation, 2012)

As has been seen, there are precise ways in which a word may be counted.  Understanding the

definition of tokens, types and word families (expanded to level 6) is central to any technical word

list study.
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2.3 Frequency, vocabulary size, coverage and comprehension

The frequency of a word is generally defined as the number of times it occurs (as a word family)

per token of a text. Whilst it is still an assumption that a word's frequency has an effect on its ability

to be learnt, it seems a reasonable one to make and there is strong supporting evidence for this

claim. Milton (2006) obtained a statistically significant relationship between frequency bands and

vocabulary size  scores  using  an  ANOVA (  F=93.727,  p<0.001)  on a  study of  227 L2 English

learners in a Greek school. These frequency bands have been produced through frequency-based

corpora research (e.g Nation & Heatley, 2002). They are a way of demonstrating how common a

word is by grouping them together in 1,000 word bands, such that the 1k frequency band contains

the most common 1,000 words in a language and the 2k frequency band contains the second most

common 1,000 words and so on. If frequency suggests a word is more likely to be learnt, then the

more frequent a word, the more likely it is to reoccur in a text and the more likely it is to be

understood by the reader. This leads to the concept of coverage: the percentage of tokens in a text

that an L2 reader understands.

Connected to the notion of coverage is the idea of a lexical threshold. This figure is also given as a

percentage  and  represents  the  coverage  required  for  sufficient  comprehension  of  any  given

discourse. Laufer (1989) studied 100 L2 learners of English at the University of Haifa. They were

given a reading comprehension exercise in which they were also asked to mark the vocabulary they

understood.  Those  students  who  had  lexical  coverage  of  at  least  95%  of  the  text  performed

significantly better  than those  who did  not,  which allowed Laufer  to  postulate  this  figure as  a

minimal  threshold  for  comprehension.  However,  Laufer's  definition  of  significantly  better

performance  was  based  on  an  unconventional  evaluation:  the  minimum  pass  mark  for  an

examination  at  the  University  of  Haifa,  which  was  set  at  55%.  Whilst  this  particular  level  of

performance might be considered arbitrary, Laufer did at least demonstrate a significant effect at

this point. Liu and Nation (1985) also agreed with this lexical threshold of 95%.

Hu and Nation (2000) tested 66 L2 learners of English, who studied at university level and had

performed well on a Vocabulary Levels Test (Nation, 1983), with a reading activity. Such tests are

an attempt to evaluate an L2 learners vocabulary size by sampling their understanding of words

from increasingly less common frequency bands, which also contain dummy words set to control

for  guessing.  Their  results  demonstrated  a  predictable  relationship  between comprehension and
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unknown word density and found that whilst 90-95% coverage was sufficient for some of their

subjects to perform adequately, far better results were obtained at 98% coverage. Their findings

agreed with  an  earlier  paper  by Hirsch and Nation  (1992),  which  investigated  the  relationship

between lexical coverage and known and unknown words. They noticed a non-linear connection

between these 2 factors such that there was a steep drop in word density known at the 98% mark. A

more recent study (Schmitt, Jiang & Grabe, 2011) revealed a linear relationship between coverage

and comprehension in the reading ability of 611 L2 learners of English. In effect, they found no

threshold value indicated by a sudden increase in comprehension at any level of coverage, but again

concluded that 98% coverage was a more reliable target.

The research to date would suggest that for optimal comprehension of any text there is a threshold

of coverage between 95-98%. However, this is not an absolute value. It should be remembered that

this is an ideal figure and that sufficient comprehension of a text with a lower threshold coverage

may be obtained. The problem with setting the threshold to 98% is one of diminishing returns.

There is not a linear relationship between coverage and words known (Hirsch & Nation, 1992). As

coverage demands increase, vocabulary sizes become exponentially higher to meet them. This is

why almost all technical word list studies have considered 95% to be a better threshold value (e.g.

Coxhead, 2000; Coxhead & Hirsch, 2007; Konstantakis, 2007, 2010; Wang et al, 2008). It should

also be noted that none of the studies which suggested a 98% lexical threshold (Hirsch & Nation,

1992; Hu and Nation, 2000; Schmitt, Jiang & Grabe, 2011) used technical corpora to calculate this

figure. The most technical was the Schmitt, Jiang and Grabe study (2011) which used an article

from an EFL textbook and from The Economist. The others used works of popular fiction.

It is possible to calculate how many words an L2 learner of English requires with these threshold

figures  in  mind,  if  used  in  conjunction  with corpus  analysis.  Nation  (2001a)  used  the  Carroll,

Davies and Richman corpus (1971) to estimate that approximately 12,000 lemmas were required to

obtain 95% lexical coverage. In later research, Nation (2006) revisited this word count following

the construction of fourteen 1,000 word-family lists (frequency bands) from the British National

Corpus  (BNC)  based  on  their  relative  frequency.  Using  these  lists,  he  was  able  to  test  their

reliability through comparison with other corpora and found a good level of rigour which suggested

that these lists  were representative of the English language as a whole. From this point, it  was

possible to calculate how many words an L2 learner of English would require to read a variety of

different texts, including novels,  graded readers and newspapers.  Using a threshold of 98%, he

concluded that approximately 8,000-9,000 word families were needed to understand such texts.
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This estimate has been converged upon by similar studies. Laufer and Ravenhorst-Kalovski (2010)

estimated 8,000 word families (with the inclusion of proper nouns) for the 98% lexical threshold to

be obtained,  with  as  few as  4,000-5,000 for  the  95% threshold.  However,  their  study was not

corpus-based. It might seem that even a target vocabulary size of 8,000-9,000 words might present

too difficult an impediment for an L2 learner of English to overcome (Milton, 2009), yet there are

reasons  why these  studies  might  not  properly represent  such  a  student's  needs.  These  corpora

contain a number of different types of register, from formal through to informal writing in many

different contexts. The L2 learner may not have need of a spectrum of registers dependent on their

reasons for learning an L2. This is particularly important for ESP students.

The research considered thus far has shown that it is possible to estimate the number of words an L2

learner of English may require by using the idea of coverage, a lexical threshold and corpus data.

However, these vocabulary size estimates have been made for general learners of English rather

than those studying ESP.  These  L2 learners  have  need of  a  specialist  lexicon for  their  subject

specific studies. For these L2 learners, a more specific corpus analysis is required using literature

from their  discipline (e.g. Konstantakis, 2007) and general academic registers (Coxhead, 2000).

Specialist L2 learners might still  need access to non-technical vocabulary in the course of their

language practice, but due to the limited amount of hours teachers have available to instruct their

students (Milton, 2009), it becomes more expedient to concentrate on a specialist lexicon.

The GSL is a list of almost 2,000 words (section 2.6) which provides approximately 80% coverage

of general English texts (Coxhead, 2000). Indeed, this 2,000 word benchmark is often cited as a

necessary basis for gist understanding of the English language (Nation, 2001a), although a more

recent paper asks that this be raised to the 3,000 word mark (Schmitt & Schmitt, 2012). However,

the GSL provides only about 75% coverage of academic texts (Coxhead, 2000). With only 570

word families, the AWL provides a further 10% coverage on average in many different academic

domains (Coxhead, 2011), making a total of 85% coverage when combined with the GSL. This is

considerably lower than any acceptable lexical threshold, but obtained with roughly 2,570 word

families.  Most other  technical  word list  studies (section 2.6) have attempted to bridge this  gap

between the amount of tokens accounted for by a combination of the GSL and AWL with the

proposed lexical thresholds for comprehension. An exception to this is Ward (1999) who compiled

an engineering corpus of approximately 1 million words from which he created an engineering

word  list.  He  concluded  that  only  2,000  words  were  necessary  to  obtain  95%  coverage  in

specialised engineering texts for first year engineering students. He did not use the GSL or AWL as
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he intended to increase the efficiency of vocabulary teaching by removing any words from the GSL

and AWL which his corpus data showed to be absent from engineering texts. However, at only 1

million  words,  it  may  be  argued  that  his  sample  size  was  insufficient  to  make  such  claims.

Nonetheless, it was a demonstration of how specialist corpus studies can establish word lists with a

reduced vocabulary burden for ESP students with a level of efficiency far better than learning the

first 8-9k frequency bands (Nation, 2006). This also applies to building a supplementary specialist

word list. Vocabulary size efficiency in achieving threshold coverage is critical.

2.4 Word technicality

It has already been discussed how words occur in the English language with differing frequency.

Some, such as those found in the GSL, are amongst the most commonly used.  Nation (2001a)

differentiated between 4 different categories of words based on this frequency behaviour:  high-

frequency, academic, technical and low-frequency words. The purpose of defining words in such a

way is for pedagogical reasons. There should be a cost/benefit analysis involved in the decision to

teach items of vocabulary and there is a greater benefit in teaching high-frequency items (Nation,

2001b). Therefore, a teacher may concentrate on teaching the high-frequency words in English as

they are most likely to be encountered by any student. Less time may be committed to teaching the

low-frequency words as they are, by definition, a lot less common in language.

There has been a tendency to consider the most common 2,000 headwords in the English language

as the high-frequency lexis (Nation, 2001a). This is mostly a result of the GSL being set at roughly

this number, in addition to other research which helped shape this number as significant. One such

study  was  conducted  by  Schonell,  Middleton  and  Shaw  (1956).  They  recorded  and  manually

transcribed instances of spontaneous speech and some interviews of 2,800 semi-skilled Australian

labourers.  They used this  data  to  build  a  corpus of  approximately half  a  million  words.  Their

findings suggested that only 209 word families were sufficient to provide 83.44% coverage of their

corpus and that a language threshold of 95% could be obtained with only 1,600 word families.

These numbers converge with the idea of there being 2,000 high-frequency words. However, more

recent  studies  using  the  modern  Cambridge  and  Nottingham  Corpus  of  Discourse  in  English

(CANCODE) corpus by Adolphs and Schmitt (2003) found that only 93.93% coverage could be

obtained with these 1,600 word families. In fact, they required 3,000 word families to exceed the

threshold coverage value of 95%. Cobb (2007) looked at 30 target words from each of the 1,000-

3,000 frequency bands of the BNC. On comparison with a 517,000 extract from another corpus, he
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found that words from each of these bands occurred with sufficient frequency to be considered as

high-frequency. It is with evidence from research like this that Schmitt and Schmitt (2012) call for a

re-categorisation of the high-frequency range to include the first 3,000 words in English.

Low-frequency vocabulary is easier to categorise. Using the Range programme (Nation & Heatley,

2002),  Nation  revisited  his  earlier  work  (Nation,  2001a)  to  change  his  recommendation  for

threshold  coverage  at  98%  (section  2.3).  Using  a  range  of  texts  from  different  registers,  he

concluded that approximately 8,000-9,000 words are sufficient in English to obtain this threshold.

His data showed a very strong drop-off point after this where each further 1,000 frequency band

provided  progressively  less  and  less  coverage.  Using  this  data,  Schmitt  and  Schmitt  (2012)

categorised low-frequency words as anything after this point.

Mid-frequency vocabulary is therefore those words which exist between the 3,000 high-frequency

range and the  9,000 low-frequency range (Schmitt  & Schmitt,  2012).  It  may be  expected  that

academic and technical vocabulary may be found within this part of the spectrum. Using a Lextutor

BNC-20 frequency analysis, they noted that 64.3% of the headwords from the AWL were within the

3,000 high-frequency range. However, the rest of the AWL did occur within the parameters of their

mid-frequency vocabulary. Laufer and  Ravenhorst-Kalovski (2010) found that university students

in Israel required 6,000-8,000 word families to cover 98% of the examination reading texts in order

to  obtain  a  mark  on  a  university  entrance  examination  which  showed  they  had  sufficient

comprehension to read academic material independently.  Guided reading required knowledge of

4,000-5,000 word families, which allowed 95% coverage. Thus academic vocabulary may be found

across  the  mid-frequency range and its  knowledge is  essential  for  L2 learners  of  English  in  a

university  setting.  Receptive  knowledge  of  this  vocabulary  will  enhance  a  student's  ability  to

understand academic writing and speaking, whilst a productive knowledge may help a student's

ability to write and speak in such a register (Nation, 2008).

Academia is a large field with many widespread disciplines. Different subject areas may use the

same words with different meanings and this leads to the issue of monosemic bias, as a homograph

could misrepresent the composition of word families and hence affect the burden of learning such

words (Wang & Nation, 2004). Whilst their study did not find this effect, one by Hyland and Tse

(2007) did. The example given was that the word process was far more likely to be encountered as a

noun by science and engineering students than by social scientists, who more frequently encounter

it as a verb. This highlights the overlap between the categories of words which Nation (2001a)
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considered academic and technical.

Technical  words,  which Nation (2001a) estimates as  accounting for roughly 5% of  words  in  a

specialist text, are clearly subject dependent in meaning as well as frequency. Chung and Nation

(2003) investigated the different means by which a word's technicality might be evaluated. They

used an anatomy book of 5,500 tokens as their corpus data and used 4 different tools to identify the

technicality of the vocabulary it contained: a rating scale, use of a technical dictionary, contextual

clues and a corpus approach. Their 4 point rating scale was identified as the most accurate method

of determining word technicality and hence used it as the means by which they would compare the

relative success of the other approaches. Using this method they identified 227 terms which were

considered of a technical nature. They found that when collocates were considered, the approach

using computer frequency profiling obtained a 91.9% accuracy rate compared to their rating scale.

When they used a  technical  dictionary to identify the same vocabulary they achieved a  73.9%

accuracy rate.  The  clues-based method  proved  more  accurate  than  using  specialist  dictionaries

(83.1%), but was considered the least satisfactory as it accounted for only 135 of the 227 technical

terms identified by their rating scale. This research also showed that technical vocabulary can be

very frequent in a specialist text as it accounts for a significant proportion of the running tokens in

the literature of a specialist field. They found a 31.2% coverage of technical lexis in their anatomy

data compared to 20.6% in applied linguistics;  far  greater than Nation's estimate (2001a). With

regards to their findings, the authors emphasised the importance of identifying technical vocabulary

in domain-specific literature.

To summarise this section, it may be seen that words occur along a spectrum of frequency from

high to low. High-frequency words may be considered to be those in the first 2,000-3,000 bands and

low-frequency falling outside of the 8,000-9,000 bands. Academic and technical vocabulary may be

found anywhere along this continuum, but mainly within the mid-frequency word range. If this

vocabulary can be identified, then it can be of great practical use to an ESP student in their studies.

The AWL is a list of the most common 570 academic headwords, but it only accounts for 10% of

coverage in most academic texts (section 2.6). There remains the need for specialist lists to be built

within each academic discipline to identify the subject specific technical vocabulary an ESP student

must also learn. In addition to this, it is also interesting to note that corpus analysis provides one of

the most accurate tools for identifying this lexis (Chung & Nation, 2003). If used in combination

with a specialist dictionary then even greater levels of surety regarding the technicality of a word

list may be obtained (Chung & Nation, 2003).

10



2.5 Multi-word units

One of the most significant findings from corpus research is that language consists not only of

single  words,  but  of  multi-word  units  (Martinez  & Schmitt,  2012).  These  multi-word  units,  or

formulaic language as they are often known (Wray, 2002, 2008), are semantically opaque chunks of

language which have a meaning separate and distinct from the sum of the individual words from

which they are comprised. This is referred to as compositionality. There is gathering evidence that

these multi-word units are acquired, processed, stored and produced by the L2 learner in a similar

way to individual words and that they are a necessary part of language use (e.g. Schmitt, 2010;

Wray,  2008).  Martinez and Schmitt  (2012),  in  their  review of the evidence,  highlight the most

important  research conclusions:  phrasal  expressions  are  ubiquitous;  meanings  and functions  are

often  expressed  by multi-word  units;  formulaic  language  has  processing  advantages;  and  they

improve the impression of an L2 learners language capability.

Lexical chunks, such as  never mind,  to stand up for or  by all means are so pervasive that they

should  be  included in any EFL instruction (Martinez,  2013).  It  is  important  to  note that  some

examples of multi-word units are idiomatic whilst others such as phrasal verbs are not. The intuitive

understanding  of  this  formulaic  language  by non-native  speakers  should  not  be  overestimated.

Ermann and Warren (2000) estimated that 58.6% of written and 52.3% of spoken discourse is made

up of formulaic sequences. Biber (1999) placed the estimate at roughly half the value of the above

authors, but this still accounts for a significant and important proportion of all discourse. Martinez

and Murphy (2011) show that  in  a  text  where 95% coverage is  obtained using the  first  2,000

frequency bands from the BNC, if formulaic language were removed then coverage would drop to

61%. Martinez and Schmitt (2012) compiled a PHRASE list consisting of 505 multi-word items,

which if integrated and calculated into the top 5,000 frequency bands, would account for 10% of all

headwords. 97.8% of these multi-word items were in the first 2,000 frequency bands alone. This

research in particular demonstrates the pervasive nature of multi-word units and their frequency

within the high-frequency word category and it supports the idea that knowing individual words

may not be sufficient to achieve adequate comprehension and hence can lead to misinterpretation

and poor text comprehension (Martinez & Schmitt, 2012).

There is growing evidence which shows just how important multi-word units are in language use

and therefore in second language acquisition. However, as an area of research they do present a
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problem for any study which is attempting to compile a specialist word list. This is because many of

the words which comprise multi-word units  have been shown to stem from the high-frequency

vocabulary range (Martinez & Schmitt,  2012).  Despite  the  frequency of  formulaic  language in

discourse and the high-frequency range of the individual words which multi-word units contain,

neither the GSL or Nation and Heatley's (2002) BNC frequency bands contain any lexical chunks.

However, much of the research on formulaic language is interested in general use as opposed to

specialist use, but that does not mean that multi-word units with domain-specific meaning would

not exist within the high frequency bands. The same applies to the AWL: it is also a single word list

only, but may contain words which contribute to specialist lexical chunks. Any study designed to

create a specialist word list which acts as a supplement to the GSL and AWL will encounter such

issues, if it intends to include multi-word units.

In building a supplemental list to both the GSL and AWL it is common practice to eliminate any

words from either of these lists from the specialist list. This is due to one of the criteria originally

established by Coxhead (2000) in creating the AWL. She stipulated that items to be included should

demonstrate specialised occurrence, meaning that they should not already be present in the GSL.

Work which has built upon the AWL has further stipulated that AWL items were not to be included

in their technical word lists (Konstantakis, 2007). However, eliminating words from the GSL and

AWL introduces the risk of losing domain-specific multi-word units unless they are comprised of

words  from the  technical  list  only.  In  Durrant's  (2009)  research  into  collocations  in  academic

discourse, he differentiates between lexical and grammatical collocations. In his list of 1,000 lexical

collocations, 425 of these items overlap the AWL. However, these collocations are not specialist

usage outside of academic registers and could be used in the literature of disciplines as diverse as

medicine and law. It is when these expressions are domain specific they become problematic for a

study like this. Ward (2007) continued his research into ESP with a study of collocations in English

in engineering literature using a 2 corpora totalling 630,000 tokens in size. He mainly identified

multi-word units acting as noun phrases throughout this corpus. He concentrated on the wide range

of collocations using the terms  gas,  heat and  liquid.  All  these items hail  from the GSL. Using

vocabulary profiling software he was able to calculate the frequency with which these keywords

collocated with others. For example, he found that the word  gas showed collocational activity in

66% of its occurrences. Fraser (2009) studied collocational behaviour in a specialist pharmacology

corpus of 500,000 tokens. He created a list of the 'Top 100' collocations he found and they included

a mixture of what might be considered general, such as et al (Number 1), to the more specialised

heart  failure (Number  12)  and  endothelial  cell (Number  14).  Interestingly,  only  heart  failure
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includes items found in the GSL, but this does serve to demonstrate how the inclusion of multi-

word units can be problematic when one is considering specialist lexis.

Multi-word units are clearly an important new area of research in SLA. New research emphasising

corpus analysis  techniques  has  highlighted  the frequency with which  they are  found across  all

discourse. However, they do present methodological dilemmas for anyone wishing to incorporate

them in a technical word list as they may consist of individual words which are subsumed by higher

frequency lists. This is certainly an interesting area for further study in this field.

2.6  The GSL, AWL and specialist word lists

The General Service List (West, 1953) has come under criticism in many ways over the years since

it was produced. These criticisms have questioned its age (Richards, 1974), its range (Engels, 1968)

and its expandability (Gilner & Morales, 2008). It is interesting to note that the GSL is actually a

reissue of the  Interim Report on Vocabulary Selection (Faucett et al, 1936), and that the current

version  used  (West,  1953)  is  no  longer  in  print.  It  is  worth  mentioning  that  items  picked  for

inclusion within the GSL were not picked on corpus frequency data alone. Some items were chosen

by committee. Nonetheless, over a 100 years of corpus analysis data has shown that the highest

frequency words account for the vast majority of all language used: the most common 2,000 words

(such as in the GSL) have a coverage of between 70-95%, regardless of the source of the text

(Gilner, 2011).

There seems to be disagreement regarding the number of words on the GSL. Nation and Hwang

(1995) reported using a list of 2,147 word families, Nation (2004) reported 1,986 word families, and

Gilner (2011) claims there are, "1,907 main entries and 3,751 orthographically different words (in

principle, common derivatives and compounds)." However, further studies have compared the GSL

with frequency bands from the BNC and a remarkable amount of similarity has been found. The

GSL in combination with the AWL account for 88% of the 3 highest frequency bands from the

BNC.  Only  301  headwords  were  absent  (Nation,  2004).  Nation  concluded  that  differences  in

distribution, coverage and content might qualify the need for a replacement to the GSL though it is

uncertain as to how this might be done. Subsequent refinement of the BNC has indeed lessened

these differences between BNC frequency data and the GSL (Gilner & Morales, 2008). It would

seem that the GSL has withstood the rigours of age quite well and is still relevant to use in further

studies.  The  majority  of  technical  word  list  studies  have  continued  to  use  it  (Coxhead,  2000;
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Coxhead & Hirsch, 2007, Konstantakis, 2007, 2010; Wang et al, 2008).

The Academic Word List (Coxhead, 2000) is a list of 570 word families, organised to level 6 of

Bauer and Nation's scale (1993). The data was retrieved from a 3.5 million token corpus which was

divided into 4 sections:  arts,  commerce,  law and science.  Each of  these sub-corpora contained

approximately 875,000 tokens. To build the corpus, Coxhead made use of 414 different texts which

were  balanced  for  length,  but  contained  material  from a  number  of  different  sources,  such as

textbooks, articles, book chapters and manuals. The intent was to produce a list of vocabulary which

would be useful to any L2 English student in an English medium academic environment.

Four different selection criteria orchestrated the selection of material for the AWL. Firstly, as it was

designed to be supplemental to the GSL, no words from the GSL were allowed to be in the AWL.

Items were also chosen on the basis of their frequency, range and uniformity. Each word had to

occur at least 100 times across the corpora (frequency) although this was later dropped to 80. It had

to be present in at least 15 of the 28 subject areas (range) and over 10 times in each of the 4 sub-

corpora (uniformity). The AWL was then divided into 10 sub-lists based on frequency (Coxhead,

2000).

According to Coxhead, the purpose of the AWL was to assist EAP teachers in a principled selection

of vocabulary for their students to learn (Coxhead, 2011). It has been used by a number of different

researchers in their ESP research and it has averaged at approximately 10% coverage across all this

research (e.g. Cobb & Horst, 2004; Li & Qian, 2010; Martinez, Beck & Panza, 2009). However, it

does  not  consistently  do  so  as  some  academic  disciplines  are  better  represented  than  others.

Coxhead,  Stevens  and  Tinkle  (2010)  obtained  only  7.05%  coverage  by  the  AWL  in  their

investigation of an approximately 280,000 token corpus of secondary school science textbooks.

Hyland and Tse (2007) obtained 10.6% coverage of their 3.3 million word academic corpus, but

raised separate concerns regarding the way lexical items from the AWL occurred and behaved. They

questioned the range, frequency, collocational activity and meaning of words in the AWL in a multi-

disciplinary sense. There can also be issues of monosemic bias (section 2.4).

Nonetheless, the AWL remains relevant to modern vocabulary studies and this is why it is often

utilised within the creation of specialist  word lists  (e.g. Coxhead & Hirsch 2007; Konstantakis,

2007, 2010; Wang et al, 2008). Coverage provided by the GSL and the AWL vary slightly in the

research.  Konstantakis (2007) covered 90.38% of all  tokens in  his  research and Aichah (2012)
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accounted for 91.58% between these 2 word lists. This still falls short of the lexical threshold value

of 95-98%. For this reason, some researchers have chosen to build specialist word lists which act as

a supplement to the GSL and AWL. Others, such as Ward (1999) with his Engineering Word List,

have chosen to ignore them altogether.

Hirsch (2004) suggests that if a text has a low frequency of general words then it has a higher

frequency of technical words. These are words outside the 3,000 BNC frequency band, but below

the 8,000-9,000 bands (Schmitt & Schmitt, 2012). This is supported by Chung and Nation (2003),

who reported the low frequency of general words and the high frequency of technical words in their

study of anatomical and applied linguistics corpora. This phenomenon is the other reason which has

led to researchers creating specialist word lists. As this study is interested in the requirement of a

technical word list for the discipline of computer science, it is necessary to look in more depth at

similar studies which have been conducted in other branches of academia.

Konstantakis  (2007)  created  a  Business  Word  List  (BWL)  which  was  designed  to  act  in  a

supplemental fashion to the GSL and AWL. His research utilised the Published Material Corpus

(PMC) by Nelson (2000). It is a 600,000 token corpus derived from 33 business English textbooks.

His study led to the creation of a 480 word list, expanded to level 6 (Bauer & Nation, 1993), but

only achieved a  coverage of 92.93%, which fell  short  of his  stated 95% coverage goal.  In  his

unpublished PhD thesis,  Konstantakis  (2010) states  that  this  might  have  been the  result  of  the

under-representation of both academic and business words in his original corpus. The PMC was not

compiled from academic business English literature,  but from business English textbooks.  This

would seem a fair assumption as the AWL only accounted for 4.66% coverage of his corpus, less

than half of what it has consistently averaged elsewhere. Certainly, his second BWL (Konstantakis,

2010) which was based on a  larger  1 million token corpus from a range of academic sources,

achieved greater success. He obtained 95.62% coverage, yet his word list reached an incredible

1,613 word families. One further point of interest is that he confirmed the technicality of his list

through its comparison with a second business corpus. This is a necessary research step to take, as a

word list built from a corpus is likely to provide good coverage of said corpus (Coxhead, 2000). To

ensure the representativeness of a word list it should be empirically tested against further literature

from the field.

Coxhead and Hirsch (2007) compiled a science-specific word list. In this work, they criticised the

poor representation of  science vocabulary in the GSL. Using a  1.76 million token corpus they

15



extracted 318 word families which provided 4% extra coverage in science literature, but only 0.4%

in non-science disciplines like arts, commerce, law and fiction. This was not a way to establish the

technicality of a word used by Chung and Nation (2003). A technical word list should produce poor

coverage of a general corpus as the language is less technical on average. However, whilst their

study was designed to add to both the GSL and AWL, they did not report their findings on the total

coverage obtained when all 3 lists are considered together.

Another example of a specialist word list, which utilises the GSL but not the AWL, is the Medical

Academic Word List (MAWL) created by Wang, Liang and Ge (2008). They used a 1 million token

medical corpus taken from 288 medical journal articles. Their MAWL contained 623 word families

which gave an additional 12.23% coverage to the GSL which is a considerable amount of coverage

for such a small word list. However, it is important to note that 55% of the MAWL contained lexical

items found within the AWL, which only serves to highlight the academic robustness of the AWL.

Again, the researchers failed to report the total coverage they obtained with the GSL and MAWL

combined so it is unknown whether or not the lexical threshold for comprehension was established.

A final example of a technical word list is the Law Word List (LWL) created as part of a Master's

dissertation  by  Aichah  (2012).  He  compiled  a  Law  Corpus  (LC)  of  3,843,107  tokens  for  his

research. From this he obtained a total of 91.58% coverage using just the GSL and AWL and when

he added his LWL he achieved 95.85% coverage which met Laufer's (1990) lexical threshold. There

were 373 headwords in this list which accounted for the extra 4.27% of tokens covered. His study

was noteworthy due to his attempt to create a technical multi-word list for law. He overcame the

methodological problems (section 2.5) by allowing word families from both the GSL and AWL to

be included in this list. His multi-word list did not contribute extra coverage for this reason, but at

least  demonstrated  that  corpus analysis  can  effectively identify the  presence  of  such formulaic

language (Chung & Nation, 2003).

This section has looked at the GSL, AWL and specialist word lists in some detail. Whilst there have

been many criticisms aimed at the GSL over the years, it has proven surprisingly robust in this time

and it shares a very high level of similarity with purely corpus-driven frequency lists (Gilner, 2011).

This might say something about the fidelity of language over time, but most importantly it shows

that it is still a valid piece of research upon which to build. Whilst the AWL has had its detractors, it

also consistently performs at  approximately 10% coverage across all  disciplines studied to date

(Coxhead, 2011). However, there are still academic disciplines against which the AWL has not been
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tested, including computer science. As for other specialist word lists, most have chosen to make

some use of either or both the GSL and AWL for these reasons. Those that have not, such as Ward's

engineering word list (1999), did so for the sake of economy. It was found that an engineering word

list alone could provide lexical threshold as it shared items from the GSL and AWL. Nonetheless,

the GSL and AWL have survived some close scrutiny and continue to have an impact on vocabulary

studies today. Their continued influence on technical word list studies is significant (e.g. Aichah,

2012; Coxhead & Hirsch 2007; Konstantakis, 2007, 2010; Wang et al, 2008).

2.7 Conclusion

This literature review has sought to highlight and explain areas of important, recent research into

vocabulary and consider where further research is required. It has been shown how corpus analysis

combined with an understanding of word frequency data has allowed for the possibility of a lexical

threshold for comprehension to be postulated (Schmitt, Jiang & Grabe, 2011). Whilst precise figures

are unobtainable, research has shown that anywhere between 95-98% coverage should maximise a

reader's  chances  of  sufficient  text  comprehension.  The drawback with this  approach is  that  the

figure is  somewhat arbitrary,  non-absolute and subject to diminishing returns.  However,  it  does

serve to supply a goal for any specialist word list study, offering a more economical vocabulary

requirement than the 8,000-9,000 words which might be required otherwise (Nation, 2006). It has

also been shown how the technicality of a word may be reliably demonstrated: comparison of a

specialist word list to other corpora made from literature within the same discipline; comparison of

the same data to non-technical corpora; and comparison with a technical dictionary have all been

employed in these studies (e.g. Aichah, 2012)

These  methods  of  comparison are  of  particular  note  when considering  multi-word  units.  Their

ubiquity and prevalence in language has only recently been described (e.g. Durrant, 2009; Martinez,

2013; Martinez & Schmitt,  2012). Perhaps it is only because of the recent discovery of such a

phenomenon  that  specialist  word  studies  have,  for  the  most  part,  largely  ignored  formulaic

language, but any contemporary research in this area must redress such issues. However, as most

word lists, including the GSL and AWL on which this study will build, do not factor for multi-word

units, this creates a methodological problem which must be resolved. Nonetheless, the GSL and

AWL both  continue  to  dominate  research  in  this  field  and  have  proven  robust,  reliable  and

consistent in most studies.
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There has been no published research of vocabulary in the discipline of computer science. It is a

viable subject area to study due to its influence, relative modernity and the global dominance of the

IT industry.  It  is  a  noteworthy omission  that  a  subject  which  has  defined  the  millennium has

received no treatment in the ESP sector thus far. There is a need for a CSWL as a pedagogical tool

for L2 English-medium computer science students to achieve better comprehension within their

studies.
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3. Research Questions

Having looked at the literature in the previous chapter, a few areas for further research have been

identified. Firstly, there has been no attempt made to create a specialist word list for the discipline

of  computer  science  to  date.  As  this  is  a  very  large  and  important  academic  discipline,  it  is

important that such a gap in the literature should be addressed. Currently, there is no knowledge of

the distribution of word frequencies in this field, nor is there any knowledge of the technicality of

the types of word used. Secondly, it is clear that there has been very little work done on multi-word

units, particularly within specialist word lists. These omissions within the literature lend themselves

to the development of the following research questions:

1. How much coverage do the GSL and AWL provide within a computer science corpus?

2. If the GSL and AWL do not provide 95% coverage of a computer science corpus, can a

supplemental word list be created which helps the GSL and AWL exceed this threshold?

3. To obtain 95% coverage in a computer science corpus, how many word frequency bands are

required? Is learning frequency bands more or less efficient than learning the GSL and AWL

combined with a supplemental computer science word list?

4. Is the computer science word list a technical word list?

5. Are there subject specific multi-word units in computer science?

The following chapters of this paper will attempt to answer these questions as part of the research

conducted for this study. As many previous studies have relied on corpus data to identify technical

vocabulary within other subject areas (e.g. Aichah, 2012; Coxhead, 2000; Coxhead & Hirsch, 2007,

Wang et al, 2008, Konstantakis, 2010), it was intended that this would be the research methodology

of this paper. These corpora are digital collections of spoken or written discourse compiled with

specific criteria to represent a body of language data for linguistic research (O'Keefe, McCarthy &

Carter,  2007).  Research by Verlinde and Selva (2001) compared corpus analysis  as a means of

gathering technical vocabulary data to that of expert intuition. They concluded that corpus analysis

was the only means to gain empirical supporting evidence. As this was an empirical study, corpus

analysis seemed the most appropriate methodological approach. The following chapter will thus

outline the methodology involved in creating the corpora for study and in building the technical

word list.
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4. Methodology

4.1 Building the Computer Science Corpus (CSC)

The first process involved in answering the research questions (chapter 3) was to create the CSC.

According to Sinclair (2005), there are several properties which a corpus should demonstrate and

those most relevant to this study are size, balance and representativeness.

The size of the corpus represents the amount of linguistic data available for analysis. Similar studies

to this paper were considered in section 2.6. In creating the MAWL, Wang et al (2008) used a

corpus of 1,093,011 tokens. Konstantakis (2007) created a 600,000 token corpus for his technical

business vocabulary study. A 1.76 million token corpus was used by Coxhead and Hirsch (2007) in

their pilot study to create a scientific word list. However, a far larger study was originally conducted

by Coxhead for the compilation of the AWL. She used a corpus of 3.5 million words to extract a

broadly subject-independent list of academic words. It may be the case that a far larger corpus was

required in order for claims about the frequency of general academic lexis to be made, but it is also

true that a larger corpus allows for a better sampling of language. This follows Zipf's law (1935),

which states that, "the frequency of any word is inversely proportional to its rank in the frequency

table". A consequence of this is that, when frequency is a criteria for word selection in a technical

word list (section 4.6), different size corpora require different frequencies of word occurrence. This

is not necessarily a linear relationship as less frequent words do not appear in a smaller corpus. As

this  study was intended to create  a  supplemental  word list  to  both the AWL and GSL, it  was

considered appropriate that a corpus of approximately the same size as that used by Coxhead (2000)

would be sufficient and with well-defined frequency criteria.

There are also limiting factors for a study such as this, preventing the size of the corpus from being

much larger. Although computers are powerful enough to handle far larger amounts of data, there

were two further factors involved in restricting the size of the CSC, not pertaining to the current

state  of  the  technology needed to  process  it.  Firstly,  building  a  corpus requires  a  considerable

amount of time and so the size of a corpus which can be produced for a study such as this is limited

by the hours of labour available to build it. Secondly, to ensure balance and representativeness, the

corpus-size was restricted by the availability of texts which could be properly assigned to each sub-

discipline (explained later in this  section).  To this effect,  it  was decided that a corpus of 3.5-4
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million words would be sufficient for the study.

Representativeness is the quality of a corpus through which it maintains textual relevance for the

aims of a study. The CSC was designed to extract a list of words for use by students of computer

science at university level. Therefore, it was necessary to select texts for inclusion which students in

this discipline and at this level of study would use. Given the many sub-disciplines of computer

science, it was important to ensure that each was properly represented within the corpus.

For  the  purposes  of  understanding  what  text  types  a  computer  science  student  might  access,

Coxhead and Hirsch (2007) interviewed university lecturers to obtain this information. The author

of this paper also conducted similar interviews. Amongst the suggestions offered were textbooks,

journal articles, special interest group newsletters and conference proceedings. Textbooks are not

ideal for corpus building due to issues such as author bias. As textbooks are large texts, often with

only one author, including them in a corpus can skew the results due to an author's preference for

particular words and other idiosyncrasies (Atkins et al, 1992). This meant that the CSC was to be

built using journal articles, special interest group newsletters and conference proceedings. These

were shared across two corpora: journal articles and conference proceedings (which included the

newsletters of special interest groups).

The question of identifying the sub-disciplines within computer science was a complicated issue.

There is very little agreement within the discipline as to how it may be sub-classified. Considerable

crossover  exists  between these sub-disciplines,  such that  any paper  might overlap two or more

different ones. A definitive list with papers organised by their primary sub-discipline was required

and this was only possible through the use of the Association of Computing Machinery (ACM) and

their digital library.

The ACM (www.acm.org) is the world's largest, not-for-profit dedicated computing organisation. It

is a US based learned society for computing, which together with the IEEE Computing Society

forms  the  world's  largest  academic  resource  in  this  discipline.  They  employ  a  Computing

Classification System which identifies 11 major sub-disciplines of computer science. However, one

of these sub-disciplines is the field of Applied Computing which concerns the use of computing

within other academic subjects such as medicine and law. As these are not relevant to the current

study and might cause technical lexis from other subjects to appear within the corpus with inflated

frequency,  this  sub-discipline  was omitted  from the  corpus.  This  meant  that  10  sub-disciplines
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remained viable for the study as seen in Table 4.1.

Computer science sub-disciplines

Computer systems organisation Mathematics of computing

Computing methodologies Networks

Hardware Security and privacy

Human-centred computing Software and its engineering

Information systems Theory of computation
Table 4.1 Computer science sub-disciplines defined by the ACM

Having looked at the corpus qualities of size and representativeness, it was necessary to consider

balance. Maintaining this property ensures that a corpus has no bias to any of its sub-corpora by

maintaining an equal distribution of equally sized texts throughout. This study had identified the 2

primary text  types  for  inclusion  within  the  corpus  and the  10 different  sub-disciplines  it  must

contain. Therefore the CSC was to consist of 20 different sub-corpora. Due to the limiting factors of

corpus size such as frequency variation and availability of sufficient texts per sub-discipline, a final

size of the CSC was determined to be approximately 3.6 million tokens. This in turn meant that

each  of  the  20  sub-corpora  would  contain  about  180,000  tokens  and  that  the  CSC  could  be

partitioned into 2 major corpora by text type of roughly equal size: the Computer Science Journal

Article Corpus (CSJAC) and the Computer Science Conference Proceeding Corpus (CSCPC). Each

of these would contain approximately 1.8 million tokens. The overall balance of the CSC can be

seen in Table 4.2.

Sub-discipline Corpora

CSJAC CSCPC

Computer systems organisation 186662 180350

Computing methodologies 188002 179609

Hardware 185311 180748

Human-centred computing 184777 186486

Information systems 182366 179877

Mathematics of computing 180182 179532

Networks 185135 187321

Security and privacy 179608 181897

Software and its engineering 183266 186246

Theory of computation 183325 180637
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Average 183863.4 182270.3

Total 1838634 1822703
Table 4.2 Number of tokens per sub-discipline in the CSJAC and CSCPC

4.2 Selecting texts for the CSC

The most important criterion for the selection of texts for the CSC was that the texts would all be

digitised. In building a corpus of this size for the study it would have been unworkable to manually

transcribe printed texts to a digitised version. The ACM was chosen to be the sole source of texts

for the CSC as they have a comprehensive digital library. An electronic version of all texts for

inclusion in the corpus was available for download from this library via the Athens cookie. Also, the

ACM has developed the Computing Classification System (http://www.acm.org/about/class/1998),

which they employ to attribute a primary, secondary and even tertiary level of nomenclature to each

text based on the sub-disciplines it represents. This provided a simple system for the selection of

each  text  considered  for  the  CSC.  A text  could  only be  chosen  to  go  within  any of  the  sub-

disciplines, if that was its primary classification. For example, a journal article might be indexed as

having a primary classification of 'Networks' with a secondary classification of 'Hardware'. In this

instance it would be included within the Networks corpus not the Hardware corpus. This helped

ensure both the representativeness and balance of the CSC and avoid any accidental duplication of

material. In a similar manner, all texts are clearly marked by their text type which further helped in

the building of a corpus with unique entries. Using this methodology for the selection of texts, the

CSC comprised of a total of 165 journal articles and 243 conference proceedings (Table 4.3).

Sub-discipline Number of texts

CSJAC CSCPC

Computer systems organisation 17 24

Computing methodologies 13 25

Hardware 19 24

Human-centred computing 18 29

Information systems 13 24

Mathematics of computing 19 24

Networks 19 27

Security and privacy 15 23

Software and its engineering 15 23
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Theory of computation 17 20

Average 16.5 24.3

Total 165 243
Table 4.3 Number of texts per sub-corpora

The vast majority of these texts had multiple authorship. Between a total of 408 different texts used

within  the  CSC,  there  were  in  excess  of  1,000  different  authors  credited  with  their  writing

( Appendices C and D). This further assists in maintaining proper balance and representativeness

within the corpus whilst avoiding the bias of author idiosyncrasy (Atkins et al, 1992). In addition,

variation in the size of each text was kept to a minimum, where possible, to further improve the

validity of the corpus. As can be seen from Table 4.3, a considerable amount of consistency in the

number of texts per corpus was achieved. On average, the length of each text in the CSJAC was

11,143.24 tokens, whilst the average length of each text in the CSCPC was 7,500.84 tokens. This is

because journal articles are slightly longer texts on average than conference proceedings and special

interest group newsletters. It was not possible to obtain an equal amount of texts in each corpus

whilst maintaining equal size of the corpora as every text differs in size. However, overall there

were significantly lower differences from the mean size obtained in the compilation of this corpus

than in previous similar studies (e.g. Aichah, 2012; Wang et al, 2008). Given the large size of the

corpus, any small effects caused by differences in text size are thus mitigated.

4.3 Editing texts for the CSC

All texts selected for the CSC were available for download as PDF files from the ACM. However,

each text underwent a series of editing steps before they were ready for inclusion in the CSC as

TXT files. The software which was used for this study (section 4.4) was AntWordProfiler (Anthony,

2008) and AntConc (Anthony, 2002) and they are only capable of handling TXT files.

Each PDF file was copied into a text editor. After this, the list of references, appendices, page titles,

authors' names, keywords and content pages, copyright information, publication names and tabular

data  were  removed  manually  from each  TXT file.  This  is  because  such  information  was  not

considered to represent linguistic data or was highly repetitive in nature. The decision to remove

tabular data was made during the editing of the corpus as it was noted that tables were more likely

to contain information in the form of numerical, mathematical or programming data. As they were

clearly  delineated  from  the  body  text,  they  did  not  represent  a  linguistic  element.  Further
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information such as those provided in the references and appendices were considered excess to the

understanding of each text and not necessarily something which students would encounter in their

domain  specific  studies.  Other  deletions  such  as  page  titles  and  author  names  occurred  with

relatively high frequency and so would have affected the overall results. Items such as the article

title, abstract data and footnotes were all kept as these were seen as necessary for understanding of

the text.

The next stage of the editing process was to use regular expressions to find and replace further

aspects from the texts, as well  as to prepare them for use with the software.  The ACM uses a

convention of placing in-text citations within square brackets like this []. As proper nouns do not

contribute to the learning burden (Konstantakis, 2010), they may be edited from a corpus. Hence the

regular expression \[.*?\] was employed to remove all in-text citations. It is important to note that

whilst this removed all citations of the style [Name, Year], it only removed the date from citations

such as Name [Year]. As a result, many names remained within the corpus and had to be dealt with

separately (section 4.5). However, given that the ACM employ a strict system for referencing which

students  may easily  follow,  this  part  of  the  editing  process  was  considered  acceptable  as  it  is

separated from the linguistic data.

Once citations had been removed, formatting was stripped from the texts and line-breaks removed.

It was important to remove all non-alphabetic data from the TXT files as the software is not capable

of handling this information. This was achieved using the regular expression [^a-zA-Z]. It replaces

all  characters  not  in  the  Roman  alphabet.  Hence  all  numbers,  punctuation  and  other  special

characters were deleted. Finally, any extra white space caused by the excision of non-alphabetic

characters  was  removed.  Once  this  step  had  been  completed,  the  TXT file  was  added  to  the

appropriate sub-corpus.

After  all  texts  had been edited  and saved in  this  fashion,  the  corpus was complete.  It  totalled

3,661,337 tokens in length, divided evenly between the 2 major text types and between all 10 sub-

disciplines of computer science. In this way a representative, balanced corpus of sufficient size for

identification of technical lexis in the field of computer science was obtained (Table 4.4).

Sub-discipline Corpus length

Computer systems organisation 367012

Computing methodologies 367611
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Hardware 366059

Human-centred computing 371263

Information systems 362243

Mathematics of computing 359714

Networks 372456

Security and privacy 361505

Software and its engineering 369512

Theory of computation 363962

Average length 366133.7

Total length 3661337
Table 4.4 Corpus length per sub-discipline in tokens

4.4 Software

The software which was selected for analysis of the corpus data was AntWordProfiler (Anthony,

2008).  This  is  available  for  free  download  from  Laurence  Anthony's  homepage

(http://www.antlab.sci.waseda.ac.jp/index.html).  It  is  a  powerful  corpus analysis  tool  capable of

extracting frequency and range data from a number of large corpora simultaneously. It accomplishes

this through comparison of the corpora with a variety of word lists. It is pre-loaded with the GSL1,

GSL2, and AWL lists. However, it is possible to replace or add to these lists with those from other

sources.

It  was decided from the  outset  that  a  different  set  of  word lists  would be used.  Paul  Nation's

homepage  (http://www.victoria.ac.nz/lals/about/staff/paul-nation)  includes  the  Range  programme

(Nation  &  Heatley,  2002)  for  free  download  with  a  number  of  different  word  lists  available

including the GSL and AWL, the first 14k frequency bands of the BNC and the first 25k frequency

bands of the BNC/COCA (Corpus of Contemporary American English). A comparison of the GSL

and AWL lists from both sources was made by checking coverage of one set of lists with the other.

Nation's  lists  had  a  greater  level  of  expansion  and  also  included  both  British  and  American

spellings. This was important as the corpus literature was all acquired from a US source, yet this

research is intended to meet the requirements of UK-based computer science students. Therefore

corpus analysis for this study was to be performed using the AntWordProfiler tool (Anthony, 2008)

with the Nation GSL and AWL word lists (Nation & Heatley, 2002).
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This software can display vocabulary data by frequency or range. It can organise by token, type or

group (word family). Importantly it can display this data by word list and it is also possible to view

tokens which occur outside of the defined word lists. This component was essential in the process

of extracting technical language for use within the CSWL (section 4.7).

AntConc (Anthony, 2002) is another useful programme for the analysis of corpus data. Of most use

in the research conducted for this study was the  Collocates tool. This functionality is capable of

establishing the range and frequency with which tokens collocate to a number of positions left and

right of the search term. It allows for the detection of multi-word units within a corpus and thus was

a necessary tool for the final research question of this study (chapter 3).

4.5 Clearing unwanted data from the CSC

Before it was possible to extract the technical language from the completed CSC, it was necessary

to add any unwanted data to separate word lists. This data included abbreviations, acronyms and

proper nouns such as names. In order to identify the unwanted data, the CSC was run against the

complete  BNC/COCA 25k  frequency bands  (Nation  & Heatley,  2002).  Any tokens  which  fell

outside this large frequency range were likely to include this unwanted data. Included within this

profile  were 2 word lists  called  Basewrd31 and Basewrd34 which  were  lists  compiled  for  the

purpose of collecting such information.

Basewrd34 from Nation's BNC/COCA 25k frequency bands (Nation & Heatley, 2002) contains a

large list of common abbreviations and acronyms (such as  BBC) which are often excluded from

corpus token counts (Coxhead, 2000) as it is assumed that these are self-explanatory and place no

learning burden on the reader (Konstantakis, 2010). In academic writing most unusual abbreviations

are fully expanded into their constituent words the first time they are printed. It was into this word

list that further acronyms or abbreviations were placed, that were found in the CSC but were not

already in Basewrd34 (such as RAM or  JPEG). Any other tokens which were not recognisable as

English or proper nouns were also added to the list (such as  BitVec and fx). These predominantly

came from mathematics, algorithms and programming languages present in the corpus. The number

of types and the coverage provided by Basewrd34 of the CSC before and after it was cleared may

be seen in Table 4.5.
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Word List Before clearance of the CSC After clearance of the CSC

Types Coverage Types Coverage

Basewrd31 22409 0.99% 22448 1.07%

Basewrd34 1149 0.81% 1524 2.17%

Total 23558 1.80% 23962 3.24%
Table 4.5 Basewrd31 and Basewrd34

The BNC/COCA 25k frequency bands (Nation & Heatley, 2002) also contain a word list called

Basewrd31 which is an extensive collection of proper nouns. Place names, company names and

people's names are included within this text. Once the CSC had been cleared of proper nouns which

were not already in Basewrd31 (such as Google, Microsoft and Twitter), the cumulative effects of its

expansion could then be calculated (Table 4.5).

Overall,  3.24% of  the  corpus  contained  this  kind  of  data.  As  with  other  studies  of  this  kind

(Coxhead, 2000), the decision was made to exclude all such data from coverage counts so that only

the  linguistic  data  which  could  cause  comprehension problems remained within  the  corpus  for

further evaluation.

4.6 Criteria for the selection of technical words in the CSWL

Once the CSC had been cleared of unwanted data, it was then possible to start the compilation of

the CSWL which was central to the last four research questions posed in chapter 3. Three criteria

were enforced for the selection of technical words to add to the CSWL. These were specialised

occurrence, range and frequency and were used by Coxhead (2000) in the creation of the AWL.

Other researchers have also applied and modified these criteria in their research (e.g Coxhead &

Hirsch, 2007; Konstantakis, 2007; Wang et al, 2008).

Specialised occurrence refers to the property of not existing within the GSL as defined by Coxhead

(2000).  Further research by those who built  upon the AWL expanded this  definition to include

words which did not exist within the AWL (Konstantakis, 2010). This was considered a necessary

criterion for this study as the CSWL was intended to act supplementally to both the GSL and AWL

in the same way as the BWL (Konstantakis, 2007, 2010). AntWordProfiler (Anthony, 2008) ensured

that this criterion was trivial as it can automatically filter words from the AWL if loaded with the

appropriate word list. However, it was discovered during this process that some of the expanded
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forms of words in both the GSL and AWL present in the CSC had not already been added to these

lists. As a result, some further expansion of the lists was required whilst ensuring that they were

only expanded to level 6 of Bauer and Nation's word families (1993). Some examples of this may

be seen in Table 4.6.

GSL1 GSL2 AWL

Attack Compete Compute

          Attacker           Competitive           Computes

          Attackers           Competitively           Computerise

Map Parallel           Computerize

          Mapped           Paralleling

          Mapping           Paralleled
Table 4.6 Examples of expanded forms added to the GSL and AWL

The next  criteria  which Coxhead established for  selecting technical  lexis  was range (Coxhead,

2000). For a word to be included within a technical word list it must be present in at least half of the

sub-corpora (Wang et al, 2008). This was a slight modification of Coxhead's (2000) original range,

but one used by most studies since (e.g. Aichah, 2012; Coxhead & Hirsch, 2007). At this point the

corpora for each text type had been combined so that there were 10 sub-corpora in use within the

CSC: one for each sub-discipline of computer science. This meant that a word had to appear in at

least 5 of these 10 sub-corpora for it to be included within the CSWL. Range is a useful property as

it helps to ensure the representativeness of a technical word throughout the corpora.

Finally, there was the frequency criterion. This relates to the number of individual occurrences of a

word in the corpus. For the AWL study, Coxhead (2000) initially set the minimum frequency at 100.

However,  this  was lowered to  80 by the completion of her research as it  was found to give a

significantly better coverage. As the CSC was of a similar size to the one which Coxhead employed

to create the AWL (Coxhead, 2000), it was decided that the same minimum frequency of 80 would

be adopted. Other studies have scaled down this minimum frequency level to suit the size of the

corpora they used for their study. In the MAWL (Wang et al, 2008) the minimum frequency was set

at 30 for a 1.09 million word corpus and Coxhead and Hirsch (2007) used a minimum frequency of

50 for  their  1.76  million  word corpus.  These  relative  frequencies  have  been calculated  on the

assumption of a linear relationship between frequency and corpus size, but this is only applies to

Zipf's law (1935) in an infinitely long corpus. At smaller corpus sizes, words leave the frequency
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tables  altogether implying a non-linear relationship.  For this  reason the CSC was chosen to be

approximately  the  same  size  as  the  one  used  by Coxhead  (2000)  so  that  the  same frequency

criterion could be used.

4.7 Completing the CSWL

Using fully expanded word lists for GSL1, GSL2 and the AWL, AntWordProfiler (Anthony, 2008)

was again employed. It was possible at this stage to identify all words outside of these 3 word lists,

ordered by range then frequency. Any word with a range of 5 and frequency of 80 or more was then

added to the CSWL.

This list was then expanded to Bauer and Nation's (1993) word family level 6 (Table 2.1). As with

words in the GSL and AWL in the above section, this was a necessary process for a number of

reasons. Firstly, all word lists used by the software are expanded in such a way, so it was sensible to

maintain this agreement. Any deviation from this standard might have influenced the statistical data.

Level 6 expansion has been used as a basis by most of the research into technical word lists and so

it would not be sensible to do otherwise (e.g. Coxhead, 2000; Konstantakis, 2007). Finally, level 6

expansion is  considered  to  be  within  the  morphological  capability  of  students  who must  have

achieved a certain level of English proficiency to be allowed to study computer science at a British

university.  The process  of  expanding these words  was simplified  by retrieving their  individual

entries from the BNC/COCA 25k frequency bands produced by Nation (Nation & Heatley, 2002).

One further stage of filtering was required at this stage. During the editing process of preparing

TXT files for the CSC (section 4.3), all non-alphabetic characters had been replaced with a single

white  space.  This  included  hyphens,  so  all  previously  hyphenated  words  in  the  texts  were

considered as separate tokens in the corpus. However, this had been anticipated and was one of the

reasons  the  AntConc  (Anthony,  2002)  software  had  been  selected.  Any words  which  met  the

selection criteria for inclusion in the CSWL could be checked using the  Collocates tool of this

software to show whether it existed as a separate token or if it occurred only as part of a multi-word

unit (including hyphenated words). If it occurred as part of a multi-word unit, it would qualify for

the Computer Science Multi-Word List (CSMWL) if range and frequency demands were satisfied.

In this way, many types which act only as affixes were removed from the CSWL (Table 4.7).
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Affixes excluded from the CSWL

non micro

multi mega

re poly

co kilo

meta giga
Table 4.7 Affixes excluded from the CSWL

Following the successful completion of this process the CSWL was considered ready for testing. It

consisted of a total  of 433 word families, which were expanded into 1,943 types.  A list  of the

headwords of the completed CSWL may be found in Appendix A.

4.8 Conclusion

The methodology outlined in this section covers all processes involved in the creation of both the

CSC and CSWL. It was informed, at all stages, by previous research into technical word lists (e.g.

Aichah, 2012; Coxhead, 2000; Coxhead & Hirsch, 2007; Konstantakis, 2007, 2010: Wang et al,

2008). It  is believed that the CSC is an appropriately sized corpus which is both balanced and

representative  of  the  literature  which  a  computer  science  student  in  the  UK  might  expect  to

encounter  during  their  studies.  Furthermore,  it  was  constructed in  a  systematic  and transparent

fashion  to  ensure  it  contained  only  unique  entries  from  literature  gathered  from  all  the  sub-

disciplines within the field of computer science.

With the CSWL complete it was possible to consider the results of this research and answer the

research questions posed in chapter  3.  The results  of this  research are documented in the next

chapter of this paper.
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5. Results

5.1 Coverage of the GSL and AWL in the CSC

Previous research has diverged in its treatment of proper nouns and other unwanted data from its

findings. Whilst Coxhead (2000) decided to exclude all such data from her results with the AWL,

her later research with Hirsch (2007) and the work by Konstantakis (2010) included them. Wang et

al  (2008) made no mention of their  treatment of this  issue.  In order for this  study to be fairly

compared  to  all  these  studies,  it  was  necessary to  report  the  findings  with  proper  nouns  both

included and excluded. Also, given the nature of computer science literature with its significant

proportion  of  mathematical,  algorithmic  and  programming  data,  it  was  also  decided  to  report

coverage with all single alphabetic data (the letters except for  A and  I) removed from the GSL1

word list (Table 5.1). AntWordProfiler (Anthony, 2008) was used to obtain all these results.

Section 4.5 showed how 3.24% of the corpus data comprised of proper nouns and other unwanted

data. Calculating the coverage of the GSL and AWL with this data excluded involved the following

equation:

Coverage after exclusion = Coverage before exclusion / (100 - Unwanted Data) x 100

Coverage

Word List Proper nouns

included

Proper nouns included and single

letters excluded from GSL1

Proper nouns

excluded

GSL1 68.44% 64.34% 70.73%

GSL2 5.52% 5.52% 5.70%

AWL 12.38% 12.38% 12.79%

Total 86.34% 82.24% 89.22%
Table 5.1 Coverage of the GSL and AWL in the CSC

These results answer the first research question, posed in chapter 3. It may be seen that, if proper

nouns  data  are  included  in  the  count  then  the  GSL and  AWL together  provide  only  86.34%

coverage.  This would mean that  the CSWL would have to  provide between 8.66-11.66% extra

coverage to match the lexical threshold for text comprehension of 95-98% (Laufer, 1989; Nation,

2008).  However,  if  proper  nouns  were  to  be  excluded  from the  count  (section  4.5),  then  the
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coverage required by the CSWL to reach the threshold would need to  be a  lower 5.78-8.78%.

Results from other studies show the difficulty of this objective (Table 5.2). The combined total of

the GSL and AWL accounted for 91.58% of all tokens in the LC which Aichah (2012) compiled for

his LWL study.

Word List CSC LC (Aichah, 2010) PMC (Konstantakis,

2007)

GSL1 70.73% 77.71% 80.26%

GSL2 5.70% 4.08% 5.46%

AWL 12.79% 9.79% 4.66%

Total 89.22% 91.58% 90.38%
Table 5.2 Coverage of the GSL and AWL in the CSC, LC and PMC

5.2 Coverage of the CSWL in the CSC

Given the relatively poor coverage of the combined GSL and AWL within the CSC, it was clear that

the CSWL would have to  provide a significant  amount  of  coverage to  obtain lexical  threshold

values (Laufer, 1989). This data was collected in order to provide an answer to question 2 of this

study (chapter 3). AntWordProfiler (Anthony, 2008) was again the software used to extract these

results (Table 5.3).

Word List Proper nouns included in

coverage

Proper nouns excluded from

coverage

GSL1 68.44% 70.73%

GSL2 5.52% 5.70%

AWL 12.38% 12.79%

CSWL 5.81% 6.00%

Proper Nouns (Basewrd31) 1.07%

Abbreviations (Basewrd34) 2.17%

Total 95.25% 95.11%
Table 5.3 Coverage of the CSWL in the CSC

So it may be seen that it was possible to obtain the lexical threshold for comprehending a text as

stipulated by Laufer (1989). However, it was not possible to achieve the higher threshold of 98%

suggested by Nation (2008). Given that a total of 3.24% of the corpus data consisted of proper
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nouns and abbreviations, this threshold of 98% was not an achievable figure if unwanted data was

maintained within the count. Hence, all further coverage data will be expressed with proper nouns

excluded.  As  each  corpus  has  a  different  proportion  of  proper  nouns  and  unwanted  data,  the

calculations for each had to be made separately.

The  results  thus  far  have  shown  a  coverage  value  for  the  entire  CSC  only.  In  order  for  the

representativeness of the CSWL to be ascertained, it was important to determine what coverage it

provided by text type (Table 5.4). The 2 text type corpora which were used for this analysis were

the CSJAC and CSCPC as described in section 4.2.

Word List Coverage in the CSJAC Coverage in the CSCPC

GSL1 70.40% 70.33%

GSL2 5.60% 5.74%

AWL 13.32% 12.13%

CSWL 6.02% 5.93%

Total 95.34% 94.13%
Table 5.4 Coverage of the CSWL in the CSJAC and CSCPC

Table 5.4 shows that whilst it was possible to maintain over 95% coverage with the CSWL in the

CSJAC, this was not quite possible with the CSCPC. The main reason for this would appear to be

the drop in coverage provided by the AWL, rather than a significant decrease in performance by the

CSWL. The AWL provided 1.19% less coverage of conference proceedings than it did of journal

articles whereas the CSWL provided 0.09% less.

Having looked at  the  coverage  of  the  CSWL against  the  CSC,  CSJAC and CSCPC it  is  also

necessary to show the results obtained for coverage of the CSWL against the 10 sub-disciplines of

computer science as defined by the ACM and used in this study (section 4.1). The results may be

seen in Table 5.5.

Sub-Discipline GSL1 GSL2 AWL CSWL Total

Computer systems organisation 67.96% 5.67% 14.20% 7.35% 95.18%

Computing Methodologies 70.43% 5.50% 13.52% 5.74% 95.19%

Hardware 68.22% 6.53% 12.98% 6.68% 94.41%

Human-centred computing 71.93% 5.49% 12.86% 4.18% 94.46%
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Information systems 70.15% 5.70% 13.91% 5.84% 95.60%

Mathematics of computing 73.71% 5.41% 10.20% 6.15% 95.47%

Networks 69.74% 5.69% 12.76% 7.31% 95.50%

Security and privacy 70.16% 5.65% 13.17% 6.14% 95.12%

Software and its engineering 70.20% 6.20% 13.55% 5.67% 95.62%

Theory of computation 74.93% 5.15% 10.71% 5.08% 95.87%
Table 5.5 Coverage of the CSWL by sub-discipline

Out of the 10 sub-disciplines of computer science, it was possible to obtain the lexical threshold of

95% (Laufer,  1989)  with  8  of  them.  It  was  not  possible  to  achieve  95% coverage  within  the

Hardware sub-discipline. This would appear to be due to the low coverage provided by GSL1 and

the AWL in this instance. However, the same can not be said about Human-centred computing.

There was a decrease in the coverage provided by the CSWL for this sub-discipline which would

account for the drop below 95%.

Overall, the results found in this section tentatively support the finding that it is possible to obtain

the  minimum  lexical  threshold  for  comprehension  of  computer  science  literature  using  a

combination of the GSL, AWL and CSWL. This addresses the second research question posed in

chapter 3. It is important to note that this only applies to the CSC as this stage of the research. The

claim that the GSL, AWL and CSWL can provide 95% coverage of further literature in the field of

computer science can not be substantiated until they are compared to a second corpus of computer

science texts (section 5.4)

5.3 Coverage of the CSC with the BNC and BNC/COCA word lists

The third research question of this paper (chapter 3) asked whether or not it would be more efficient

to learn the GSL, AWL and CSWL combined, than to learn all the words from the frequency bands

required to obtain 95% coverage of a computer science corpus. This requires the simple process of

counting the combined number of word families within the GSL, AWL and CSWL and comparing

that number to the number of frequency bands required to obtain the same coverage. If the GSL,

AWL and CSWL provide a lower word family count, it may be said to be more efficient.

As mentioned in section 2.6, there is variation in the number of word families attributed to the GSL.

For the purposes of this research, the number proposed is that taken from the GSL1 and GSL2 word
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lists used (Nation & Heatley, 2002). GSL1 contains 1,001 word families, whilst GSL2 contains 988.

The AWL has a total of 570 word families and there are 433 in the CSWL giving a total of 2,992

word families.  In order for it  to be equally efficient to learn vocabulary through the frequency

bands, 95% coverage of the CSC would need to be obtained by the first 3k frequency bands.

Nation's Range programme (Nation & Heatley, 2002) comes with a number of different frequency

bands available for download. One example gives the first 14k frequency bands extracted from the

BNC only. The other one of note contains the first 25k frequency bands taken from the BNC/COCA

corpora.  When the first  BNC 14k frequency bands were compared, a coverage of 95.65% was

obtained by the first 10k frequency bands. The first 9k frequency bands only provided 94.94%

coverage in total. Only 96.44% coverage could be achieved with all 14k frequency bands. Using the

BNC/COCA word lists, it was only possible to acquire a total of 93.53% coverage using all 25k

frequency bands. The discrepancy between these figures is possibly explained by the difference

between the corpora from which the word lists were originally extracted. It also indicates the high

proportion of low-frequency words used in the computer science discipline. Nonetheless, it may be

seen that the first 10k frequency bands of the BNC are required to obtain the lexical threshold of

95%. This is considerably less efficient than learning the word families from the combined GSL,

AWL and CSWL in answer to research question 3 (chapter 3).

5.4 Technicality of the CSWL

Schmitt and Schmitt (2012) defined mid-frequency vocabulary as that which falls outside of the

first 3k frequency bands, but before the 8-9k frequency band. This is where they expected academic

and technical lexis to be found. Using the 14k COCA frequency bands (Nation & Heatley, 2002), it

was possible to check the distribution of words in the GSL, AWL and CSWL. The results may be

seen in Figure 5.1. It is evident from this graph that the majority of words in the CSWL are to be

found in the mid-frequency range, supporting Schmitt and Schmitt's theory (2012).
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Figure 5.1 Distribution of the GSL, AWL and CSWL across the BNC 14k frequency bands

This was not sufficient evidence to claim the CSWL to be a technical word list. In order for this

claim to be supported, there were 3 further research steps required. Firstly, the CSWL needed to be

tested against a second computer science corpus. Coxhead (2000) noted that any word list derived

from a corpus would be expected to perform well within that corpus. To establish the viability of the

CSWL, further subject specific corpora-based testing was essential. Secondly, the CSWL needed to

be tested against a fiction corpus. This would show the technicality of its lexis or if not, demonstrate

a  more  general  vocabulary  with  lower  frequency  items.  Finally,  Chung  and  Nation  (2003)

recommended  the  use  of  a  specialist  dictionary  to  check  the  technicality  of  a  word  list.  The

following sub-sections will discuss the methodology involved and results obtained.

5.4.1 Comparison against another computer science corpus

In order to test the technicality of the CSWL, it needed to be tested against a further computer

science corpus. This second corpus was compiled using a different source of literature, combining

the previous text types used for the CSC with textbooks. The reason for the inclusion of textbooks

was  that  they  are  frequently  encountered  by  students  in  the  course  of  their  studies  and  were

originally recommended as a source of literature for students (section 4.1). Whilst they may skew

the results of any corpus intended to build a representative word list (Atkins et al, 1992), it was

envisaged that they would provide similar coverage data.  The corpus was edited with the same
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methodology  as  described  in  section  4.3.  A corpus  of  693,551  tokens  was  compiled  from 23

different texts (Appendix E) and included a total of 16,787 lexical types. This was comparable in

size to the test academic corpus built by Coxhead (2000) in the compilation of the AWL, which

contained approximately 678,000 tokens. Interestingly, there were 32,539 different lexical types in

the AWL test corpus which is over double the number of types in the computer science test corpus

despite being of a slightly smaller size.

The CSWL's coverage of the smaller test corpus was 4.68% (Table 5.6) which was 1.32% less than

the coverage it obtained within the CSC. Only 409 of the 433 word families of the CSWL were

present in this test corpus so it might be said that the CSWL is not thoroughly representative of

subject specific technical lexis. However, as a supplementary word list,  it  does provide a larger

amount of coverage per word family than other similar studies. Konstantakis (2007) only achieved

2.55% coverage with 480 word families. It  is also important to note that profiling some of the

compound headwords from the CSWL, resulted in a greater frequency of multi-word or hyphenated

representations than single token versions of a headword. For example,  dataset only appears 30

times in the test corpus but 77 times as data set. Accumulated totals of these variations in spelling

convention might push coverage in excess of 95% for this test corpus. The AWL continued to show

a high level of coverage (12.28%) as it has done throughout this study.

Word List Coverage of the CSC Coverage of the test computer

science corpus

GSL1 70.73% 72.28%

GSL2 5.70% 5.17%

AWL 12.79% 12.28%

CSWL 6.00% 4.68%

Total 95.11% 94.41%
Table 5.6 Coverage in the CSC and test computer science corpus

Despite not achieving threshold coverage (Laufer, 1989), these results do demonstrate a level of

technicality in the CSWL. This provides further evidence that the CSWL is a technical word list as

per question 4 of this study (chapter 3).

5.4.2 Comparison against a fiction corpus
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To further investigate that the CSWL was a technical word list, not a general word list of lower

frequency items, it was also necessary to test it against a corpus from a different genre. A corpus of

fictional and philosophical literature was compiled for this part of the research. The resources were

obtained  from Project  Gutenburg  (http://www.gutenberg.org/),  which  is  an  online  repository  of

books  which  have  exceeded  their  copyright  and  are  thus  freely  available  for  download.  The

intention of  this  part  of  the research  was to  demonstrate  the frequency of  occurrence  of  word

families from the CSWL in a fiction corpus. As with Coxhead (2000), the number of texts, the

length of the texts and the range of vocabulary items across the corpus was unimportant.

It may be argued that literature taken from this resource is unlikely to contain many items within the

CSWL. This literature is at least 50 years old and pre-dates the rise of the computer industry. This

might be a fair assertion as the CSWL contains some modern nouns (e.g. email and smartphone)

which did not exist when these books were written. However, it contains a majority of words which

cannot be dated in such a fashion and so it remained necessary to test the CSWL in this way.

The fiction corpus contained 3,671,673 tokens collected from 26 different texts (see Appendix F for

references). The CSWL accounts for approximately 0.39% of all tokens within this fiction corpus,

which is much lower than the 6% it covered in the CSC. Only 303 of the 433 word families from

the CSWL were present (Table 5.7).

Frequency of occurrence Number of CSWL word

families

Number of AWL word

families (Coxhead, 2000)

Not in fiction corpus 133 (30.72%) 30 (5.26%)

In corresponding technical 

corpus:

4 times or more than the fiction 

corpus

240 (55.43%) 380 (66.66%)

3 times or more than the fiction 

corpus

15 (3.46%) 34 (5.96%)

Twice as often or more than in 

the fiction corpus

19 (4.39%) 52 (9.12%)

Less than twice as often in the 

fiction corpus

12 (2.77%) 52 (9.12%)

Less than in the fiction corpus 14 (3.23%) 22 (3.86%)
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Total 433 570
Table 5.7 Occurrence of the CSWL and AWL in their appropriate technical and fiction corpora

Of the CSWL families, 373 are technical according to Coxhead's (2000) definition. That is to say,

they are either 4 times as frequent in the CSC than in the fiction corpus, or not in the fiction corpus

at all. This accounts for 86.15% of all word families in the CSC. Only 71.92% of Coxhead's (2000)

word families were located in this group. A further 34 word families of the CSWL were at least

twice as frequent in computer science texts as in fiction. The remaining 26 word families might be

considered more general vocabulary. These results would seem to support the technicality of the

CSWL in answer to research question 4 (chapter 3).

5.4.3 Comparison against a technical dictionary

The final area of research into the technicality of the CSWL involved comparing it to a technical

dictionary. Just as the process of checking the CSWL against a second computer science corpus

partially  identified  the  subject  specific  nature  of  its  lexis,  Chung  and  Nation  (2003)  also

recommended comparison to a technical dictionary as a valid means of supporting the same data.

Konstantakis (2010) used this method with his BWL to demonstrate that more than half  of the

headwords on his list appeared in a business dictionary.

For  the  current  study,  the  Oxford  Dictionary of  Computing  (ODOC) (2008)  was  chosen.  This

dictionary has over 6,500 entries so is sufficiently large for this type of research. Chung and Nation

(2003) argued that a larger dictionary is not necessarily better as it would contain a larger proportion

of non-technical lexis. Any lexical type from the CSWL which had a main entry in the ODOC was

noted. If a type from the CSWL appeared as part  of a main entry in the ODOC, this  was also

recorded (Table 5.8).

Entry in subject specific dictionary

Main entry Part of a multi-word

unit

No entry

CSWL 229 (52.9%) 75 (17.3%) 129 (29.8%)

LWL (Aichah, 2012) 139 (37.3%) 77 (20.9%) 156 (41.8%)

BWL (Konstantakis, 2010) 686 (54%) - 580 (46%)
Table 5.8 Distribution of words in a technical dictionary from this study and related research
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A total of 70.2% of all word families in the CSWL had an entry in the ODOC. This lends some

support to the notion of it containing mostly subject specific technical lexis. For his LWL, Aichah

(2012) identified only 58.2% of words with dictionary entries for his subject whilst Konstantakis

(2010) only 54%. Although the latest edition of the ODOC was used for this study, some of the

items on the CSWL do not appear as they represent more modern terminology (e.g. smartphone).

This is a potential cause for concern for the durability of this research as this demonstrates that the

vocabulary of the CSWL may be more transient. However,  these results do support the subject

specific technicality of the CSWL in answer to the 4th research question (section3).

5.5 Multi-Word Units in the CSC

The final research question of this study asked if there were any subject specific multi-word units in

computer  science literature (chapter 3).  Recent research has demonstrated the ubiquity of these

expressions  in  language  (Martinez  &  Schmitt,  2012).  In  order  to  ensure  these  phrases  were

semantically  transparent  with  a  meaning  separate  to  the  sum of  their  individual  words,  it  was

decided that any multi-word unit found within the CSC would have to have an entry within the

ODOC. This also ensured that such expressions were lexical  rather  than grammatical in nature

(Durrant, 2009).

The software used for this part of the research was AntConc (Anthony, 2002). It had many useful

tools to assist in this process. The  ngram tool could identify any chunks of tokens that existed

within a corpus and the frequency with which they occurred. Once these chunks had been identified

they could then be processed by the  Concordance Plot tool which noted the corpora in which it

occurred, thus identifying the range of such chunks. This was considered necessary as any multi-

word unit, which was to be added to the CSMWL, should also meet the same criteria that were used

in building the CSWL (section 4.6). They should have a frequency of at least 80 throughout the

CSC and a range of 50% across the sub-corpora which comprise it. Finally, the Collocates tool was

useful to identify the frequency of collocational activity for a specific token to be examined. It

could do this by counting the frequency with which other tokens to a number of places left or right

of the original search token appearred.

There were two separate stages to the process of identifying multi-word units within the CSC. They

will be outlined in the following sub-sections.
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5.5.1 Hyphenated and compound words in the CSWL

AntWordProfiler (Anthony, 2008) is not designed to handle non-alphabetic characters. This is why

all  such items were removed during editing of the CSC (section 4.3). However,  this  had to be

accounted  for  as  the  possibility  remained  that  words  from the  CSWL which  were  previously

hyphenated were lost at this stage. Similarly, a compound word could have been written as a multi-

word unit.  This  seemed likely as  many of the headwords  in  the CSWL were either  compound

words, could be hyphenated or contained a known affix, such as workload, multilevel or email. In

order to identify this, the headword was stripped of its affix or divided into its constituent parts and

run through  the  Collocates tool.  If  the  type  which  had  been  removed  appeared  on  the  list  of

collocates, its frequency was noted. This would have effectively contributed to the overall coverage

provided by the CSWL within the results so far. Table 5.9 shows some of the the results of this

query.

Headword Constituent parts Extra frequency of

occurrence

Percentage of

headword

frequency

coefficient co + efficient 1 0.68%

dataset data + set 214 30.62%

email e + mail 21 23.86%

hardware hard + ware 6 0.48%

healthcare health + care 57 50.00%

internet inter + net 3 0.55%

multilevel multi + level 15 14.42%

offline off + line 18 8.49%

online on + line 96 11.58%

update up + date 2 0.20%
Table 5.9 Examples of hyphenated or multi-word units in the CSWL

Overall, a total of 46 headwords from the CSWL also existed within the CSC as part of a multi-

word unit or hyphenated word. This increased the total frequency of these words by an additional

887 occurrences. Their grammatical usage was accounted for manually during the counting process.

This increase in the number of occurrences of the CSWL headwords would have provided an extra
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0.05% coverage of the CSC. Unfortunately, none of the software available for profiling frequency

data from corpora is capable of counting hyphenated words or multi-word units.

5.5.2 Multi-word units outside of the CSWL

Having identified that 46 words from the CSWL also existed as either hyphenated words or as

separate multi-word units,  the next step was to count how many phrases outside of the CSWL

existed within the CSC. In order to do this, AntConc (Anthony, 2002) was again employed. Firstly,

an  ngram analysis  of the CSC was run, looking for clusters of between 2 and 5 tokens which

regularly co-occurred. A total of 5,562 such expressions with a frequency of 80 or greater were

detected. These were manually compared to the ODOC and, after evaluation, a total of only 34

remained. As Ward (2007) discovered in his research, the majority of these were noun phrases.

These were run through the Concordance Plot tool to ensure range was at least equal to 50% and 28

phrases remained. Multi-word units like  phase change and  machine translation were lost at this

stage. This process ensured that any expressions to be added to the CSMWL matched the criteria

Coxhead (2000) established for the selection of words for the AWL. It also ensured that none of the

words from the CSWL existed only as part of a multi-word unit, as the same criteria were used

(section 4.7). If a word from the CSWL occurred with the same frequency as it did in a phrase, it

would have appeared in this list.

These multi-word units were then expanded to level 6 (Bauer & Nation, 1993) as some were clearly

plural forms of other phrases such as operating systems and social networks. This left 23 separate

multi-word units which met the necessary criteria for inclusion in the CSMWL. It was not possible

to achieve specialised occurrence (Coxhead, 2000) as the tokens which comprised occurred within

other word lists. The CSMWL may be found in Appendix B.

An interesting aspect of the CSMWL is that if it were added to the CSWL, then it would replace

one of the entries. The headword garbage is taken from the CSWL and it has a frequency in the

CSC of 169. The headword garbage collection is taken from the CSMWL. It has a frequency in the

CSC of 140. This means that there are only 29 occurrences of the word garbage which were not

followed by the word collection which would have been insufficient frequency to have qualified for

the  CSWL originally.  Also,  dataset exists  within  the  CSWL and  data  set  within  the  CSMWL

without violating any selection criteria. These highlight the importance of research into multi-word

units in technical word lists and their overlap with single word technical lists.
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All of the 23 items on the CSWL consisted of 2 or 3 token multi-word units only. This gave a total

of 42 separate types as some were repeated, such as in lower bound and upper bound. These were

run in AntWordProfiler (2008) against the GSL, AWL and CSWL (Table 5.10).

Word List Number of types in the

CSMWL

Percentage coverage of

CSMWL

GSL1 17 40.48%

GSL2 11 26.19%

AWL 8 19.05%

CSWL 6 14.28%

Total 42 100.00%
Table 5.10 Distribution of types in the CSMWL against the other word lists

This finding shows that all of the lexical types from the CSMWL are present in the main word lists

investigated  so  far  in  this  study.  These  were  mostly  derived  from high  frequency  vocabulary

(66.67%). This supports Martinez and Schmitt's (2012) conclusion that multi-word units may be

deceptively transparent as learners may know all the words from the GSL, AWL and CSWL but not

understand their  meaning when combined in  certain  ways.  However,  this  may be  taken  under

advisement  as  these  have  definite  technical  meanings  which  a  student  would  have  to  learn  to

recognise anyway.

Nonetheless, the clear presence of multi-word units with sufficient frequency and range within the

CSC does support the contention that there are multi-word units within computer science literature

in answer to the final research question of this study (chapter 3).
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6. Discussion

6.1 Introduction

The literature review (chapter 2) highlighted some omissions in current vocabulary research which

this study hoped to redress. Primary amongst these was the lack of any research into the subject

specific lexis of computer science. Whilst other researchers (e.g. Coxhead & Hirsch, 2007; Wang et

al,  2008;  Ward,  1999)  have  covered  other  scientific  disciplines,  none  have  considered  this

increasingly popular and influential discipline. This provided the motivation for this paper and the

development of the CSWL.

Other gaps in the current state of vocabulary research were also noted. They provided the bases for

the research questions posed (chapter 3). Once a methodology had been established (chapter 4), the

results from the experimental data provided a mix of both conclusive and tentative answers to these

questions  (chapter  5).  These  results  will  now be  considered  in  a  larger  context,  related  where

possible to previous  research in  this  field and highlighting any problematic data  or unexpected

results.

6.2 Coverage of the GSL and AWL

The first research question (chapter 3) asked how much coverage the GSL and AWL would provide

within a computer science corpus. Given a balanced, representative, sufficiently sized corpus, these

results  could  then  be extrapolated  to  say something about  the  coverage  of  academic  computer

science literature in a more general fashion.

The GSL accounted for 76.43% of all tokens within the CSC and 77.45% in the test computer

science corpus. Compared to the coverage it provided on similar studies (Table 5.2), this was very

low indeed. Konstantakis (2007) achieved 85.72% coverage and Aichah (2012) 81.79%. It might

even be considered comparable to the 76.1% achieved by Coxhead (2000). However, when single

letters (other than A and I) were removed from the GSL1 word list, the overall coverage of the GSL

dropped to 69.86% in the CSC. In fact, a total of 152 word families from the GSL, which are meant

to represent the most common words in English, were not found within the CSC. These results

demonstrate 2 issues. Firstly, performing a corpus analysis of computer science literature is difficult
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as a significant proportion of the data is not written in English, but in the languages of mathematics

and computer programming. These code switches are frequently performed mid-sentence and so are

not clearly delineated from the English surrounding them. Secondly, and despite the arguments of

Gilner (2011), it may be that the GSL it not as efficient a word list for teaching students of the

computer science discipline as it may be for those of other academic subjects.

These results might suggest that Ward's (1999) decision to create a single word list was a preferable

methodology, until the coverage of the AWL is considered. The AWL performed very well against

all technical corpora in this study. Coxhead (2011) illustrated how on average the AWL provides

10% coverage across the technical word lists studies available for analysis. With regards to the

CSC, the AWL accounted for 12.79% of all tokens and for a comparable 12.28% within the test

computer science corpus. Only 2 word families of the AWL were not present in the CSC. It was not

entirely unexpected that the AWL should perform so well in computer science literature. It contains

many polysemic words (Wang & Nation, 2004) with a computer science bias, which had very high

representation within the corpus data of this subject. The headwords data, process, section, compute

and network were the 5 most frequent AWL words in the CSC. Any further studies into computer

science vocabulary should incorporate the AWL.

6.3 Contents and coverage of the CSWL

The methodology discussed in this paper (chapter 4) outlined the way in which the CSWL was

built. It was decided during the compilation of the CSWL that no subjective evaluations were to be

made about the headwords chosen for inclusion. As long as they met the necessary criteria (chapter

4.6)  that  was  sufficient.  This  resulted  in  the  incorporation  of  many  words  which  might  be

considered general purpose or even related to other academic disciplines. The headword  afore is

present in the CSWL with the only member of the family being aforementioned. This is a general

purpose discourse marker which has relatively frequent use within the literature of the computer

science discipline, but has no particular reason to be prevalent within it.  Healthcare was another

unexpected headword within the CSWL and is normally associated with other subjects, but it is

there because it met the criteria.

The  CSWL contained  many  words  which  might  otherwise  be  hyphenated  or  even  written  as

separate words (section 5.5.1). This resulted in the inclusion of words like dataset into the CSWL.

Data is  a  word  on  the  AWL but  was  allowed  for  inclusion  within  the  CSWL as  it  occurred
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frequently  enough  and  with  sufficient  range  as  a  compound  noun  to  qualify.  The  criterion  of

specialist occurrence is not broken here as dataset is certainly not within level 6 expansion of the

word data and must be treated as a separate headword in it own right. The same judgement applied

to  database, timestamp and  others.  Analysis  showed that  no words  included within  the CSWL

existed more frequently in their hyphenated or individual constituent forms (Table 5.9).

The coverage obtained by the CSWL varied. Whilst it  covered 6.00% of the CSC, its coverage

dropped to 4.68% within the test  computer science corpus.  This is  a relatively high amount of

coverage per headword compared to other studies (Table 6.1).

CSWL LWL (Aichah, 2012) Science Word List (Coxhead &

Hirsch, 2007)

Headwords 433 373 318

Coverage 6.00% 3.86% 3.79%

Coverage per 

headword

0.014 0.010 0.012

Table 6.1 Coverage per headword

Overall, it was not possible to achieve the lexical threshold for sufficient understanding of a text of

95% (Laufer, 1989) when the CSWL was employed in the test computer science corpus, the CSCPC

and within 2 of the sub-discipline corpora. Although a reduction in coverage of the other word lists

was a  contributory factor  to some of these unsatisfactory results,  it  might  still  be said that the

CSWL did  not  consistently  provide  sufficient  supplemental  coverage  to  the  GSL and  AWL.

Certainly in terms of coverage alone, the CSWL was a qualified, partial success in answer to the

second research question (chapter 3).

6.4 Efficiency of the GSL/AWL/CSWL against the BNC frequency bands

The third research question (chapter 3) asked if it was more efficient to learn the combined GSL,

AWL and CSWL (2,992 headwords) than it would be to learn however many frequency bands from

the BNC (Nation & Heatley, 2002) which it would take to achieve the same coverage of the CSC.

Analysis showed that 95% coverage could only be achieved by the first 10k BNC frequency bands.

This  means  that  10,000 words  would  have  to  be learned by a  L2 learner  of  English studying
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computer  science in place of 2,992 suggested by the other word lists,  a ratio of 3.34:1 (BNC:

GSL/AWL/CSWL). As this is over 3 times as many words, it is clearly not as efficient a practice

and this has important pedagogical implications. Aichah (2012) found that his LC could be covered

by only the first 4k BNC frequency bands, representing a ratio of 1.36:1. So it could be argued that

the  combined  GSL,  AWL and  CSWL represent  a  particularly  efficient  vocabulary  set  for  the

instruction of the intended benefactors of this study.

Equally  important  was  the  demonstration  that  it  was  impossible  to  achieve  the  98%  lexical

threshold (Hirsch & Nation, 1992; Hu and Nation, 2000; Schmitt, Jiang & Grabe, 2011) using all

14k frequency bands of the BNC or even with the 25k frequency bands of the BNC/COCA (Nation

& Heatley,  2002). It certainly raises the notion that lexical thresholds reach a natural ceiling of

around 95% in technical word lists, which is the standard Coxhead (2000) established for the AWL.

If a technical text contains a higher proportion of technical lexis than non-technical texts (Hirsch,

2004), and this technical lexis is distributed through the mid-frequency to low-frequency bands

(Laufer & Ravenhorst-Kalovski, 2010), then a greater number of headwords per token are required

to provide coverage in a technical text than in a non-technical one and this increases exponentially

with the density of technical lexis. None of the studies which postulated a 98% lexical threshold

(Hirsch  & Nation,  1992;  Hu and Nation,  2000;  Schmitt,  Jiang & Grabe,  2011)  used  technical

corpora to calculate this figure so this value should be considered as inappropriate to any technical

corpus study.

6.5 Technicality and distribution of the CSWL

The fourth research question of this study (chapter 3) asked if the CSWL was a technical word list,

but there are many ways in which the technicality of a word may be determined (Chung & Nation,

2003).  There  appears  to  be  an  overlap  between categories  of  words  which  may be  considered

technical or academic and they may be subject dependent in meaning as well as frequency (Nation,

2001a). This means that a single process to identify the technicality of the CSWL was infeasible.

Instead, the question had to be approached from a number of different directions as suggested by

previous research (e.g. Chung & Nation; Coxhead, 2000).

Some research (Laufer &  Ravenhorst-Kalovski, 2010; Schmitt & Schmitt, 2012) had shown the

distribution of academic and thus technical lexis throughout the mid-frequency vocabulary range.

Schmitt & Schmitt (2012) noted that 64.3% of the headwords of the AWL occurred within the high-
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frequency rang (i.e. the first 3k word frequency bands). This study, using the BNC 14k frequency

bands and the AWL by Nation and Heatley (2002) found this figure to be 66.58%. In addition, 31%

of the AWL occurred within the mid-frequency range (3k-9k frequency bands) and the remaining

2.42%  within  the  low-frequency  range  (10k+  frequency  bands).  The  CSWL,  in  contrast,  had

47.24% of  its  headwords  in  this  mid-frequency range where technical/academic lexis  might  be

expected. There was a fairly even distribution of the rest of its headwords between the high and

low-frequency  bands  of  24.01%  and  28.75%  respectively  (Figure  5.1).  The  distribution  of

headwords within the CSWL strongly supported its technicality.

Checking the CSWL against a second, test computer science corpus was a standard positive control

on  the  technicality  of  its  headwords,  recommended  by  Coxhead  (2000).  If  the  CSWL  was

representative of computer science vocabulary and thus technical in nature, it would be expected to

have a  similar  level  of  coverage over  any corpus of  subject  specific  literature.  The result  was

inconclusive.  The study was  unable  to  obtain  the  95% lexical  threshold  required  for  sufficient

understanding (Laufer, 1989) of the test computer science corpus using the GSL, AWL and CSWL

alone. Only 94.41% coverage was obtained and the CSWL's performance dropped from 6% (against

the CSC) to only 4.88%. However, profiling the headwords of the CSWL using the Concordance

tool  from AntConc (Anthony,  2002) showed that  this  problem could  be due to  a  difference in

spelling  conventions.  E-mail was  5  times  more  frequent  than  email,  in  the  test  corpus,  but

hyphenated words or compound words split into their constituent parts were not included into the

coverage count.

Testing the CSWL against a fiction corpus was a negative control (Coxhead, 2000). It  was not

expected that it would provide as much coverage of this genre of literature and thus show more

evidence for the technicality of its headwords. The results here strongly supported this argument.

86.15% of all headwords of the CSWL were demonstrated to be technical, according to Coxhead's

(2000) definition i.e. they were either not present in the fiction corpus or 4 times or more frequent in

the technical corpus than in the fiction one.

Finally, in addition to the corpus analytical approaches, another method of identifying technical

vocabulary  by  comparison  to  a  technical  dictionary  was  recommended  by  Chung  and  Nation

(2003). On comparison with the ODOC, 70.2% of all headwords (or their different lexical types) in

the CSWL were discovered to either have a main entry in the ODOC or were found as part of a

multi-word  entry.  Aichah  (2012)  found  only  58.2%  technicality  in  his  LWL in  this  way  and
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Konstantakis (2010) found only 54%. Whilst Konstantakis (2010) only looked for headword main-

entries, it  is still  evident that the technicality of the CSWL has been strongly supported by this

process.

In fact, the overwhelming majority of evidence gained by these 4 experiments demonstrated the

highly technical nature of the CSWL, in so far as lexical technicality is currently defined (e.g.

Chung & Nation, 2003l; Coxhead, 2000; Schmitt & Schmitt, 2012).

6.6 Multi-word units in the CSC

The final question of this study (chapter 3) asked if there were any multi-word units in computer

science. In order to answer this question, it was necessary to detect any multi-word units in the CSC

so a result could be extrapolated from that. Again, this proved to be a complicated process as many

of the headwords of the CSWL demonstrated a number of different spelling conventions which

could lead to them existing in a compound form (as in the CSWL), a hyphenated or even multi-

word  unit  form.  Also,  for  these  multi-word  units  to  be  accepted  as  part  of  computer  science

discourse and to  be added to the CSMWL, they had to  exhibit  the same criteria  of range and

frequency as demanded of words in the CSWL.

The first process was to ensure that no entries on the CSWL existed only as part of a multi-word

unit and once that was determined, to check the frequency with which they occurred with other

spelling  conventions  which  the  software  would  read  as  multi-word  units.  No evidence  for  the

headwords of the CSWL existing only as part  of a multi-word unit  was found. Some evidence

showed that words on the CSMWL would replace words on the CSWL, as they were found most

commonly as a part of formulaic language e.g. garbage and garbage collection. It was even found

that words could co-exist on both word lists, such as dataset and data set. A total of 46 headwords

of the CSWL were found to have variations in spelling conventions leading to an effective under-

representation of the CSWL in the research. Finally, with all the cluster data collected from the

CSC, a final CSMWL of 23 items was compiled.

Very little research has been carried out into the presence of multi-word units in technical genres. It

is a relatively new area of research interest which might explain this deficit. Martinez and Schmitt

(2012)  produced  a  PHRASE  list  of  high-frequency  formulaic  language  only  in  this  last  year.

Durrant  (2009)  looked  at  formulaic  language  in  the  AWL and  found  a  range  of  lexical  and
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grammatical collocations and this helped determine that a technical multi-word list should only

exist of subject specific phrases. This was the methodology used by Aichah (2012) and also adopted

for this study. The results were similar to those obtained by Ward (2007) in that every item on the

CSMWL consisted of noun phrases, but this was to be expected given the criterion of selection of

these items by comparison with a technical dictionary. In this way, the CSMWL only proved that

items in the ODOC occured within the CSC and hence computer science literature generally. This

was an expected result and only demonstrates a low coverage value for multi-word technical units

in a technical corpus. Such a methodology could not hope to demonstrate the ubiquity of formulaic

language as discovered in other research (Martinez & Murphy, 2011; Martinez & Schmitt, 2012) as

it dealt with infrequent combinations of infrequent vocabulary.
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7. Conclusion

The purpose of this study was to identify the technical vocabulary used within the discipline of

computer science and extract this to form a word list which would help L2 learners of English who

are studying this subject in an English medium. This resulted in 2 separate technical word lists: the

CSWL which consisted of 433 headwords, and the CSMWL which contained 23 computer science

specific formulaic expressions. When combined with the GSL and AWL they provided over 95%

coverage which has become a standard target for studies of this kind. In this way, the hypothesis

that  a  CSWL could  help  L2  learners  of  English  studying  computer  science  in  the  UK  was

confirmed. Moreover, analysis of the CSC demonstrated the density of technical lexis in computer

science literature which highlights the insufficiency of general English instruction for such students.

8. Limitations and suggestions for future research

An increase in sample size improves the veracity of any claims drawn from it.  This applies to

corpus analysis  such that a larger corpus is generally considered as being preferable.  However,

when external criteria are applied to a corpus in the building of a word list derived from it, then the

non-linear relationship between word frequency and corpus size needs to be fully considered. This

was a problem which restricted the size of the technical corpus in this study to that of other studies

(Coxhead, 2000) and is an area where further research is necessary.

Finally, there is a methodological and pedagogical dilemma involved in the inclusion of multi-word

units  in  technical  vocabulary  studies.  Technical  formulaic  language  is  more  likely  to  require

instruction by a  subject  specialist.  It  has a  meaning separate  and distinct  from the sum of  the

individual words from which it is comprised and so is a part of language which may fall outside of

the remit  of ESP teaching.  This  is  certainly the case when a dictionary is  used as a  means of

identifying such language. An interesting corollary is that previous research into technical word lists

could be error-checked. By comparing the incidence of headwords as part of a collocation only,

their  validity as a headword on a technical  word list  could be verified.  This also suggests that

further research into multi-word units could focus on subject independent corpora as further work is

needed into the presence of formulaic language in both general and academic use.
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APPENDIX A: The Computer Science Word List (CSWL)

Headwords of the CSWL in alphabetical order

accelerate activate acyclic adversary

affine afore algebra algorithm

align alphabet amortise annotate

anomaly anonymous arc architecture

arithmetic array artifact asynchronous

atom audio augment authentic

authorise automaton autonomic auxiliary

avail axis backup bandwidth

barrier baseline batch battery

bayesian benchmark binary binomial

bitmap boolean bottleneck breakdown

browse budget buffer bug

byte cache calculus calibrate

candidate canonical capture cell

cellular chip chunk churn

circuit click client cluster

coefficient cognitive collaborate collision

column compact compiler compress

compromise concrete concurrency configure

congest conjecture conjunction consecutive

contend contiguous contour contraction

converge convex convolute corollary

corpus correlate corrupt counter

cryptography customise database dataset

deadline debug decentralize decode

decompose decrypt dedicate default

defect degrade delete dense

departure dependency depict deploy

descriptor destination diagnosis diagonal

diagram diameter differential digital

disc discard disclosure disseminate

download drawback dual efficacy

electronic email embed embody
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emergency emotion emulate encode

encrypt endpoint enterprise entropy

epoch equilibrium ethernet execute

existential exit exponential faculty

fake feasible feedback fetch

filter firewall footprint forum

fraction fragment functionality fuse

fuzz gadget garbage genetic

genre geometry gesture ghost

gossip gradient granule graph

grid hammed handshake hardware

hash header healthcare heterogeneous

heuristic histogram homogeneous hop

horizontal huge hybrid icon

identifier incoming increment incur

indirect inductive infect inject

inspire install instantiate integer

interface internet interoperability intersect

interview intrusion intuition inverse

iterate jitter kernel keyboard

laboratory latent lattice layout

leak legitimate lemma lever

linear literal locality logarithm

lookup loop magnet magnitude

malicious mask mathematics matrix

maximal median merge mesh

metadata metric microprocessor mobile

modal module monotone multicore

multilevel multimedia multimode multithread

mutate naive navigate negligible

neural node notate novel

null offline offload online

ontology opt optic optimum

optimise orthogonal outgoing outlying

outperform overflow overhead overlay

overview packet pairwise partition
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password payload payoff peak

peer penalty periphery personalise

pervasive phrase pilot pipeline

pixel planar platform plot

polynomial port posterior predecessor

predicate prefix primitive privacy

probe processor profile prominent

prone propagate proposition prototype

proximity prune pulse quadratic

quantify query queue radius

recall reconfigure rectangle recursive

redundant regress remote render

replicate repository residue resilience

retrieve robust rout routine

rotate runtime scan schema

score script segment semantic

sensor serial session setup

sibling simulations simultaneous sketch

skip slack slot smart

smartphone snapshot software sophisticated

soundly spam span sparse

spatial spectre spectrum speedup

stack static stationary stochastic

storage subjective subscribe substrate

suffix suite superior supervise

swap switch symmetry synchronize

syntactic syntax synthesis tablet

tag template temporal testbed

texture theorem thermal threshold

throughput tier timestamp timing

token tolerant topology traffic

transact transient transitive transparent

traverse triple trivial trustworthy

tuple ubiquity update upload

usage vector velocity verify

versus vertex vertice vertical
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vice victim video virtualize

vocabulary volt vulnerable wavelet

web wireless workflow workload

workstation
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Appendix B: The Computer Science Multi-Word List (CSMWL)

Headwords of the CSMWL in alphabetical order

control flow graph data flow

data mining data set

data structure data transfer

lower bound flash memory

execution time garbage collection

machine learning operating system

polynomial time response time

scratch pad search engine

social network software development

software engineer steady state

upper bound user interface

virtual machine

57



Appendix C: CSCPC Bibliography

Computer systems organisation

Abbasi, H., Eisenhauer, G., Wolf, M., Schwan, K., & Klasky, S. (2011, June). Just in time: adding 
value to the IO pipelines of high performance applications with JITStaging. In Proceedings of the 
20th international symposium on High performance distributed computing (pp. 27-36). ACM. 

Afek, Y., Morrison, A., & Wertheim, G. (2011, June). From bounded to unbounded concurrency 
objects and back. In Proceedings of the 30th annual ACM SIGACT-SIGOPS symposium on 
Principles of distributed computing (pp. 119-128). ACM. 

Al-Otoom, M., Forbes, E., & Rotenberg, E. (2010, May). EXACT: Explicit dynamic-branch 
prediction with active updates. In Proceedings of the 7th ACM international conference on 
Computing frontiers (pp. 165-176). ACM. 

Avin, C., Borokhovich, M., Censor-Hillel, K., & Lotker, Z. (2011, June). Order optimal information
spreading using algebraic gossip. In Proceedings of the 30th annual ACM SIGACT-SIGOPS 
symposium on Principles of distributed computing (pp. 363-372). ACM. 

Chen, M. H., & Chou, P. H. (2010, October). TeleScribe: a scalable, resumable wireless 
reprogramming approach. In Proceedings of the tenth ACM international conference on Embedded 
software (pp. 139-148). ACM. 

Chokshi, R., Berezowski, K. S., Shrivastava, A., & Piestrak, S. J. (2009, October). Exploiting 
residue number system for power-efficient digital signal processing in embedded processors. In 
Proceedings of the 2009 international conference on Compilers, architecture, and synthesis for 
embedded systems (pp. 19-28). ACM. 

Dobre, D., Guerraoui, R., Majuntke, M., Suri, N., & Vukolić, M. (2011, June). The complexity of 
robust atomic storage. In Proceedings of the 30th annual ACM SIGACT-SIGOPS symposium on 
Principles of distributed computing (pp. 59-68). ACM. 

Feng, T. H., Lee, E. A., & Shruben, L. W. (2010, October). Ptera: an event-oriented model of 
computation for heterogeneous systems. In Proceedings of the tenth ACM international conference 
on Embedded software (pp. 219-228). ACM. 

Gray, I., & Audsley, N. C. (2011, April). Targeting complex embedded architectures by combining 
the multicore communications API (mcapi) with compile-time virtualisation. In ACM SIGPLAN 
Notices (Vol. 46, No. 5, pp. 51-60). ACM. 

Hahn, J., & Chou, P. H. (2010, October). Nucleos: a runtime system for ultra-compact wireless 
sensor nodes. In Proceedings of the tenth ACM international conference on Embedded software (pp.
149-158). ACM. 

Hashmi, A., Nere, A., Thomas, J. J., & Lipasti, M. (2012). A case for neuromorphic ISAs. ACM 
SIGPLAN Notices, 47(4), 145-158. 

Hilton, A., & Roth, A. (2009, June). Decoupled store completion/silent deterministic replay: 
Enabling scalable data memory for CPR/CFP processors. In ACM SIGARCH Computer 

58



Architecture News (Vol. 37, No. 3, pp. 245-254). ACM. 

Kessler, C. W., & Keller, J. (2009). Optimized on-chip pipelining of memory-intensive 
computations on the Cell BE. ACM SIGARCH Computer Architecture News, 36(5), 36-45. 

Lee, J., Shin, I., & Easwaran, A. (2010, October). Online robust optimization framework for qos 
guarantees in distributed soft real-time systems. InProceedings of the tenth ACM international 
conference on Embedded software (pp. 89-98). ACM. 

Mittal, R., Kansal, A., & Chandra, R. (2012, August). Empowering developers to estimate app 
energy consumption. In Proceedings of the 18th annual international conference on Mobile 
computing and networking (pp. 317-328). ACM. 

Santinelli, L., Marinoni, M., Prosperi, F., Esposito, F., Franchino, G., & Buttazzo, G. (2010, 
October). Energy-aware packet and task co-scheduling for embedded systems. In Proceedings of 
the tenth ACM international conference on Embedded software (pp. 279-288). ACM. 

Sarkar, A., Mueller, F., & Ramaprasad, H. (2011, April). Predictable task migration for locked 
caches in multi-core systems. In ACM SIGPLAN Notices (Vol. 46, No. 5, pp. 131-140). ACM. 

Stoimenov, N., Thiele, L., Santinelli, L., & Buttazzo, G. (2010, October). Resource adaptations with
servers for hard real-time systems. In Proceedings of the tenth ACM international conference on 
Embedded software (pp. 269-278). ACM. 

Suri, T., & Aggarwal, A. (2009, May). Improving performance of simple cores by exploiting loop-
level parallelism through value prediction and reconfiguration. In Proceedings of the 6th ACM 
conference on Computing frontiers (pp. 151-160). ACM. 

Taly, A., & Tiwari, A. (2010, October). Switching logic synthesis for reachability. In Proceedings of
the tenth ACM international conference on Embedded software (pp. 19-28). ACM. 

Vaquero, L. M., Rodero-Merino, L., & Buyya, R. (2011). Dynamically scaling applications in the 
cloud. ACM SIGCOMM Computer Communication Review, 41(1), 45-52. 

Wang, H., Koren, I., & Krishna, C. M. (2008, October). An adaptive resource partitioning algorithm
for SMT processors. In Proceedings of the 17th international conference on Parallel architectures 
and compilation techniques (pp. 230-239). ACM. 

Westermann, D., Happe, J., Krebs, R., & Farahbod, R. (2012, September). Automated inference of 
goal-oriented performance prediction functions. In Proceedings of the 27th IEEE/ACM 
International Conference on Automated Software Engineering (pp. 190-199). ACM. 

Yao, G., & Buttazzo, G. (2010, October). Reducing stack with intra-task threshold priorities in real-
time systems. In Proceedings of the tenth ACM international conference on Embedded software (pp.
109-118). ACM. 

Computing methodologies

Ahmad, J. J., Li, S., Amer, I., & Mattavelli, M. (2011, September). Building multimedia security 
applications in the MPEG Reconfigurable Video Coding (RVC) framework. In Proceedings of the 

59



thirteenth ACM multimedia workshop on Multimedia and security (pp. 121-130). ACM. 

Albert, E., Arenas, P., Genaim, S., & Zanardini, D. (2011). Task-level analysis for a language with 
async/finish parallelism. ACM SIGPLAN Notices, 46(5), 21-30. 

Alistarh, D., Aspnes, J., Censor-Hillel, K., Gilbert, S., & Zadimoghaddam, M. (2011, June). 
Optimal-time adaptive strong renaming, with applications to counting. In Proceedings of the 30th 
annual ACM SIGACT-SIGOPS symposium on Principles of distributed computing (pp. 239-248). 
ACM. 

Aronis, S., Papaspyrou, N., Roukounaki, K., Sagonas, K., Tsiouris, Y., & Venetis, I. E. (2012, 
September). A scalability benchmark suite for Erlang/OTP. In Proceedings of the eleventh ACM 
SIGPLAN workshop on Erlang workshop (pp. 33-42). ACM. 

Aspnes, J., Attiya, H., Censor-Hillel, K., & Ellen, F. (2012, July). Faster than optimal snapshots (for
a while): preliminary version. In Proceedings of the 2012 ACM symposium on Principles of 
distributed computing (pp. 375-384). ACM. 

Bonakdarpour, B., Bozga, M., Jaber, M., Quilbeuf, J., & Sifakis, J. (2010, October). From high-
level component-based models to distributed implementations. In Proceedings of the tenth ACM 
international conference on Embedded software (pp. 209-218). ACM. 

Burdis, J. M., & Kogan, I. A. (2012, June). Object-image correspondence for curves under central 
and parallel projections. In Proceedings of the 2012 symposuim on Computational Geometry (pp. 
373-382). ACM. 

Bushkov, V., Guerraoui, R., & Kapałka, M. (2012, July). On the liveness of transactional memory. 
In Proceedings of the 2012 ACM symposium on Principles of distributed computing (pp. 9-18). 
ACM. 

Chafi, H., DeVito, Z., Moors, A., Rompf, T., Sujeeth, A. K., Hanrahan, P., ... & Olukotun, K. (2010, 
October). Language virtualization for heterogeneous parallel computing. In ACM Sigplan Notices 
(Vol. 45, No. 10, pp. 835-847). ACM. 

Delporte-Gallet, C., Fauconnier, H., Guerraoui, R., Kermarrec, A. M., & Ruppert, E. (2011, June). 
Byzantine agreement with homonyms. In Proceedings of the 30th annual ACM SIGACT-SIGOPS 
symposium on Principles of distributed computing (pp. 21-30). ACM. 

Dragojević, A., Herlihy, M., Lev, Y., & Moir, M. (2011, June). On the power of hardware 
transactional memory to simplify memory management. In Proceedings of the 30th annual ACM 
SIGACT-SIGOPS symposium on Principles of distributed computing (pp. 99-108). ACM. 

Foltzer, A., Kulkarni, A., Swords, R., Sasidharan, S., Jiang, E., & Newton, R. (2012, September). A 
meta-scheduler for the par-monad: composable scheduling for the heterogeneous cloud. In 
Proceedings of the 17th ACM SIGPLAN international conference on Functional programming (pp. 
235-246). ACM. 

Ha, O. K., Kuh, I. B., Tchamgoue, G. M., & Jun, Y. K. (2012, July). On-the-fly detection of data 
races in OpenMP programs. In Proceedings of the 2012 Workshop on Parallel and Distributed 
Systems: Testing, Analysis, and Debugging (pp. 1-10). ACM. 

60



Kaspar, M., Parsad, N. M., & Silverstein, J. C. (2010, November). CoWebViz: interactive 
collaborative sharing of 3D stereoscopic visualization among browsers with no added software. In 
Proceedings of the 1st ACM International Health Informatics Symposium (pp. 809-816). ACM. 

Liu, J., & Xia, S. (2010, November). Effective epidemic control via strategic vaccine deployment: a
systematic approach. In Proceedings of the 1st ACM International Health Informatics Symposium 
(pp. 91-99). ACM. 

Lou, Y., Caruana, R., & Gehrke, J. (2012, August). Intelligible models for classification and 
regression. In Proceedings of the 18th ACM SIGKDD international conference on Knowledge 
discovery and data mining (pp. 150-158). ACM. 

Marquet, K., & Moy, M. (2010, October). PinaVM: a SystemC front-end based on an executable 
intermediate representation. In Proceedings of the tenth ACM international conference on 
Embedded software (pp. 79-88). ACM. 

Matsushima, S., Vishwanathan, S. V. N., & Smola, A. J. (2012, August). Linear support vector 
machines via dual cached loops. In Proceedings of the 18th ACM SIGKDD international 
conference on Knowledge discovery and data mining (pp. 177-185). ACM. 

Neerbek, J. (2012, August). Message-driven FP-growth. In Proceedings of the WICSA/ECSA 2012 
Companion Volume (pp. 29-36). ACM. 

Ng, M. K., Wu, Q., & Ye, Y. (2012, August). Co-transfer learning via joint transition probability 
graph based method. In Proceedings of the 1st International Workshop on Cross Domain 
Knowledge Discovery in Web and Social Network Mining (pp. 1-9). ACM. 

Phan, L. T. X., Schneider, R., Chakraborty, S., & Lee, I. (2010, October). Modeling buffers with 
data refresh semantics in automotive architectures. In Proceedings of the tenth ACM international 
conference on Embedded software (pp. 119-128). ACM. 

Richards, D. (2012, July). Agent-based museum and tour guides: applying the state of the art. In 
Proceedings of The 8th Australasian Conference on Interactive Entertainment: Playing the System 
(p. 15). ACM. 

Stevenson, J. P., Firoozshahian, A., Solomatnikov, A., Horowitz, M., & Cheriton, D. (2012, June). 
Sparse matrix-vector multiply on the HICAMP architecture. In Proceedings of the 26th ACM 
international conference on Supercomputing (pp. 195-204). ACM. 

Toscano, L., D'Angelo, G., & Marzolla, M. (2012, September). Parallel discrete event simulation 
with Erlang. In Proceedings of the 1st ACM SIGPLAN workshop on Functional high-performance 
computing (pp. 83-92). ACM. 

Wang, J., Yang, Z., Jin, L., Deng, J., & Chen, F. (2010, September). Adaptive surface reconstruction
based on implicit PHT-splines. In Proceedings of the 14th ACM Symposium on Solid and Physical 
Modeling (pp. 101-110). ACM. 

Hardware

61



Agrawal, S., Athota, K., Bhatotia, P., Goyal, P., Krisha, P., Ruchandan, K., ... & Yu, F. (2011). 
Session reports for SIGCOMM 2010. Computer Communication Review, 41(1), 66-83. 

Albarghouthi, A., Kumar, R., Nori, A. V., & Rajamani, S. K. (2012). Parallelizing top-down 
interprocedural analyses. ACM SIGPLAN Notices, 47(6), 217-228. 

Braun, A., & Hamisu, P. (2011, May). Designing a multi-purpose capacitive proximity sensing input
device. In Proceedings of the 4th International Conference on PErvasive Technologies Related to 
Assistive Environments (p. 15). ACM. 

Byers, J. W., Mogul, J. C., Adib, F., Aikat, J., Chasaki, D., Chen, M. H., ... & Yang, C. Y. (2012). 
Report on the SIGCOMM 2011 Conference. SIGCOMM-Computer Communication Review, 42(1), 
80. 

Cho, K., We, K. S., Lee, C. G., & Kim, K. (2010, October). Using NAND flash memory for 
executing large volume real-time programs in automotive embedded systems. In Proceedings of the
tenth ACM international conference on Embedded software (pp. 159-168). ACM. 

Chou, C. H., Pong, F., & Tzeng, N. F. (2012, February). Speedy FPGA-based packet classifiers with
low on-chip memory requirements. In Proceedings of the ACM/SIGDA international symposium on 
Field Programmable Gate Arrays (pp. 11-20). ACM. 

Cullmann, C. (2011, April). Cache persistence analysis: a novel approachtheory and practice. In 
ACM SIGPLAN Notices (Vol. 46, No. 5, pp. 121-130). ACM. 

Golab, W. (2011, June). A complexity separation between the cache-coherent and distributed shared 
memory models. In Proceedings of the 30th annual ACM SIGACT-SIGOPS symposium on 
Principles of distributed computing (pp. 109-118). ACM. 

Grover, A. S., Calteaux, K., Barnard, E., & van Huyssteen, G. (2012, March). A voice service for 
user feedback on school meals. In Proceedings of the 2nd ACM Symposium on Computing for 
Development (p. 13). ACM. 

Gürkök, H., Hakvoort, G., & Poel, M. (2011, November). Modality switching and performance in a 
thought and speech controlled computer game. In Proceedings of the 13th international conference 
on multimodal interfaces (pp. 41-48). ACM. 

Jin, S., Kim, J., Kim, J., Huh, J., & Maeng, S. (2011, March). Sector log: fine-grained storage 
management for solid state drives. In Proceedings of the 2011 ACM Symposium on Applied 
Computing (pp. 360-367). ACM. 

Koradia, Z., & Seth, A. (2012, March). Phonepeti: exploring the role of an answering machine 
system in a community radio station in india. In Proceedings of the Fifth International Conference 
on Information and Communication Technologies and Development (pp. 278-288). ACM. 

Kjærgaard, M. B., Wirz, M., Roggen, D., & Tröster, G. (2012, September). Detecting pedestrian 
flocks by fusion of multi-modal sensors in mobile phones. In Proceedings of the 2012 ACM 
Conference on Ubiquitous Computing (pp. 240-249). ACM. 

Nageswaran, U. B., & Chilambuchelvan, A. (2012, August). High speed VLSI implementation of 

62



lifting based DWT. In Proceedings of the International Conference on Advances in Computing, 
Communications and Informatics (pp. 1104-1110). ACM. 

Nageswaran, U. B., & Chilambuchelvan, A. (2012, August). VLSI architectures for lifting based 
DWT: a detailed survey. In Proceedings of the International Conference on Advances in 
Computing, Communications and Informatics (pp. 207-214). ACM. 

Owens, K. V., Nagorski, A., Myers, S., Wezeman, J., & Pettigrew, R. (2010, October). Print centers:
navigating the sea of ink. In Proceedings of the 38th annual fall conference on SIGUCCS (pp. 51-
60). ACM. 

Patel, N., Shah, K., Savani, K., Klemmer, S. R., Dave, P., & Parikh, T. S. (2012, March). Power to 
the peers: authority of source effects for a voice-based agricultural information service in rural 
India. In Proceedings of the Fifth International Conference on Information and Communication 
Technologies and Development (pp. 169-178). ACM. 

Phung, P. H., & Desmet, L. (2012, June). A two-tier sandbox architecture for untrusted javascript. In
Proceedings of the Workshop on JavaScript Tools (pp. 1-10). ACM. 

Qadeer, W., Hameed, R., Shacham, O., Venkatesan, P., Kozyrakis, C., & Horowitz, M. A. (2013, 
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Zhang, Q., Jin, H., Liao, X., Li, D., & Deng, W. (2012, February). FIOS: a flexible virtualized I/O 
subsystem to alleviate interference among virtual machines. In Proceedings of the 6th International 
Conference on Ubiquitous Information Management and Communication (p. 61). ACM. 
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